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The study investigates the behaviour of three-layered cantilever sandwich beams filled with
magnetorheological fluids (MRFs) differing in the iron particle content by volume. Outer
layers are made of aluminium, the space between them is sealed with silicone rubber. Two
types of beams are considered: fully filled beams and partially filled beams, subjected to the
magnetic field. The aim of the study is to determine stiffness and damping characteristics
in relation to the magnetic field strength and the actual location where the magnetic field
acts upon the beam. For this purpose, measurements have been taken of the beam free
vibration response for various magnetic field strength levels and for various positions of
the electromagnet located along the beam axis. Basing on the developed measurement data
processing algorithm, the influence of the vibration amplitude on the natural frequency and
a dimensionless damping coefficient have been determined. Finally, the equivalent natural
frequency and the dimensionless damping coefficient have been derived accordingly, and the
stiffness and damping ratio have been determined in function of the magnetic field strength,
the electromagnet position and the MRF iron particle content by volume.

Keywords: magnetorheological fluid, beam, magnetic field, vibration, stiffness, damping

1. Introduction

Beams, plates and shell elements are widely used as structural components in a variety of me-
chanical systems. Their operation, however, gives rise to some undesired phenomena, such as
noise or vibrations, leading to damage due to material fatigue. In most systems, stiffness and
damping characteristics of their structural components are associated with the type of the ma-
nufacturing material. Stiffness and damping characteristics mostly remain unchanged except
when the elements have sustained some damage or when they were exposed to action of external
factors. In order that stiffness and damping characteristics should be effectively controlled, their
structural components are modified to integrate some smart materials, such as magnetorheolo-
gical fluids (MRF), electrorheological fluids (ERF), piezoelectric elements or other. Yalcintas
and Dai (1999, 2004) analyzed dynamic responses of a MRF adaptive structure and compared
it with that of ERF containing structure, and established that MRF-based adaptive structure
could yield natural frequencies two times higher than ERF-based adaptive structures. Sun et al.
(2003) determined dynamic characteristics of MRF sandwich beams experimentally and recalling
the energy approach. Yeh and Shih (2006) modified the theoretical model of a simply-supported
MRF-based adaptive beam under an axial harmonic load, recalling DiTaranto (1965) sandwich
beam theory for a symmetric three-layer beam. The incremental harmonic balance method was
utilised to identify dynamic instability regions. The study investigated how the magnetic field
and beam dimensions should affect the buckling load, natural frequency, loss factor and dynamic
instability. Rajamohan et al. (2010c) derived the finite element approach and Ritz formulation
for a sandwich beam with MRF treatment and showed their validity through tests done on can-
tilever sandwich beams. Rajamohan et al. (2011) formulated an optimal control strategy based
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on a linear quadratic regulator and a full dynamic observer to suppress vibration of a cantilever
beam with full and partial MRF treatments under a limited magnetic field. All those studies
investigated beams with uniform MRF layers subjected to a uniform magnetic field.

A few papers published recently demonstrated that non-uniform MRF treatment could be
beneficial for vibration suppression under the transverse excitation. Lara-Prieto et al. (2010)
conducted an experimental study of the dynamic response of a MRF sandwich cantilever beam
under the action of a uniform and non-uniformmagnetic field, showing that the natural frequency
of the beam tends to decrease as the permanent magnets are moved towards the beam free end.
Rajamohan et al. (2010a) formulated equations governing the behaviour of partially treated MRF
sandwich beams in varied configurations and for different boundary conditions using the finite
element approach and Ritz formulation. The results clearly suggest that the natural frequencies
and the transverse displacement response of partially treated MRF beams are strongly influenced
not only by the magnetic field strength but also by the location and length of the MRF pocket.
Next, Rajamohan et al. (2010b) considered various configurations of sandwich beams partially
treated with MRF, including a beam with a cluster of MRF pockets, a beam with arbitrarily
located MRF pockets and with different end conditions. An optimisation problem was formulated
by combining finite element analysis with optimisation algorithms based on sequential quadratic
programming and a genetic algorithm to identify optimal locations of MRF treatment to achieve
the maximal modal damping in the first five modes of flexural vibration. The results showed that
the optimal location of the MRF treatment was strongly related to the beam end conditions and
the vibration mode. Rajamohan and Ramamoorthy (2012) investigated the vibration behaviour
of a multi-layer beam structure comprising an axially non-homogeneous MRF layer in terms of
natural frequencies and the loss factor associated with particular modes for varied locations of
MRF treatment, varied boundary conditions and subjected to magnetic fields of varied strength
levels. It was established that natural frequencies and the loss factor of non-homogeneous MRF
beams were strongly influenced not only by strength of the applied magnetic field but also by
the actual location of the MRF treatment.

The previous research work of the authors was focused on homogeneous aluminium beams
(Romaszko et al., 2015) and three layer beams containing MRF: two fully filled beams (Romaszko
et al., 2011; Snamina et al., 2012a,b) and two partially filled beams (Snamina et al., 2012b).
The present study summarises experimental investigation of four sandwich beams filled with
MRFs (two fully and two partially filled beams). In the present study, the authors employ a
newly designed electromagnet (Romaszko and Lacny, 2015). Besides, the end of each beam is
clamped in a holder placed at the moving part of the electrodynamic shaker. A slight modification
is introduced to investigate forced vibrations with vertical kinematic excitation of the holder
(Romaszko et al., 2014). The same boundary conditions are preserved – the cantilever beam. The
size of the electromagnet pole pieces cover 80mm of beam length. Moreover, the gap between the
poles is constant this time. The electromagnet is characterized by generation of a larger magnetic
field strength and dynamically responding time implies faster reaction, and that is the key
parameter for vibration control (Romaszko, 2013). Besides, in the current study the algorithm
for determining natural frequency versus vibration amplitude of the beam and dimensionless
damping coefficient versus the vibration amplitude is enriched with an additional parameter. It
refers to the number of periods of damped vibrations. This parameter behaves similarly to a
low-pass filter. The modified experimental set up enabled the authors to repeat and extend the
experiments under new conditions.

The authors of the present study investigated experimentally the behaviour of four MRF tre-
ated sandwich beams (two fully treated and two partially treated). Two fully treated beams were
filled with different types of MRF (characterized by various iron particle content by volume). The
objective of the study was to determine the dynamic properties of those beams, particularly their
stiffness – natural frequency and damping characteristics – dimensionless damping coefficient.
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The influence of the vibration amplitude on the natural frequency and a dimensionless damping
coefficient were determined. Then the equivalent natural frequency and the dimensionless dam-
ping coefficient were derived accordingly and the stiffness and damping ratio were obtained as a
function of the magnetic field strength (taking into account also the non-homogeneous magnetic
field), the electromagnet position and the MRF iron particle content by volume.
The work is organised as follows. Section 2 outlines the structure and fabrication technique

of beams. Section 3 summarises the experimental set-up and the scenario of experiments (free
vibration response measurements). Section 4 presents the experimental data processing algori-
thm. Section 5 discusses stiffness and damping characteristics of the beams in terms of magnetic
field strength levels, electromagnet position and MRF iron particle content by volume. Final
conclusions are given in Section 6.

2. Description of the beams

2.1. Structure

The structural design and dimensions of the beam are shown in Fig. 1. Two outer layers made
of aluminium are 400mm long, 30mm wide and 2mm high. The space between the layers is
sealed with silicone rubber (2mm in height, 1.5mm in width). The inside of Beam 1 and Beam 2
is fully filled with a MRF manufactured by Lord Corporation. Beam 1 contains 122-2ED fluid
(MRF1) while Beam 2 with 132DG fluid (MRF2). MRF1 and MRF2 differ in the iron particle
content by volume (MRF1 contains 22%, MRF2 – 32%). An increase in the particle content in
MRF gives rise to an increase in viscosity, density, and changes magnetisation properties and
the yield point. Weight of Beam 1 and Beam 2 minus the fluid is 146 g. When filled, Beam 1
weights 196 g and Beam 2 – 211 g. In the case of partially filled Beam 3 and Beam 4, the space
between the aluminium layers is divided into five identical pockets, one of them filled with fluid
MRF2 (pocket 1 in Beam 3 and pocket 3 in Beam 4). Weight of Beam 3 and Beam 4 minus the
fluid is 146.5 g and 159 g when filled.

Fig. 1. Structure of the beams

2.2. Fabrication

The beam fabrication involved four stages. At stage 1, the aluminium sheet 30mm in width
was used and two elements 426mm in length were cut out. During stage 2, those elements were
carefully cleaned and silicone rubber was attached to their edges. In the case of Beam 3 and
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Beam 4, four transverse stripes of silicone rubber were attached with an adhesive, thus forming
five equal pockets. One of the edges of pocket 3 in Beam 4 had silicone sealing removed at two
points, along a section 2mm in length. That procedure was unnecessary in the case of Beam 3
(pocket 1). Afterwards, the second layer of aluminium was attached. Stage 3 consisted in Beam 1
and Beam 2 of filling with MRF1 and MRF2 respectively, using a syringe. A similar procedure
was adopted when handling Beam 3, and its pocket 1 was filled with MRF2. In stage 4, an
aluminium insert was provided between the outer layers from the fixture end in Beam 1, Beam 2
and Beam 3. In the case of Beam 4, this operation was performed during stage 3 whilst in
stage 4, pocket 3 was filled with MRF2, via one of the two opening. The other opening was used
to ensure air removal from thus filled pocket. Pocket 3 having been filled, the openings were
sealed with silicone rubber.

3. Measurements of the free vibration response

A schematic diagram of the experimental set-up is shown in Fig. 2. One end of the investigated
beam is clamped in a holder located in the moving part of the electrodynamic shaker (not used
in this study). The suspension of the shaker armature and the upper platform with holder have
sufficient stiffness, which does not affect beam free vibration. The magnetic filed is generated by
the current flowing in the electromagnet. The location of the electromagnet ym is determined
by the distance between the beam fastening point and the mid-point of the electromagnet core
of length e = 80mm. The electromagnet is allowed to move freely along the beam length.
The measurement and control system incorporates a PC computer, an I/O board RT-DAC4
(INTECO Ltd.), a DC power supply, an amplifier specially designed for this application and
a laser sensor SENSOPART RLA-70S1-L8. The system is supported by MATLAB/Simulink
software. The power amplifier and I/O board enable control of the magnetic field strength H.
The laser sensor measures the displacement z of the beam free end.

Fig. 2. Schematic diagram of the experimental set-up

Measurements of the beam free vibration response were taken by deflecting its free end from
the equilibrium position and recording the displacement z at s sampling frequency of 1 kHz. The
measurements were performed for current levels in the electromagnet: 0, 1, 2.4, 3, 3.3, 3.5A;
the corresponding field strength levels H were: 0, 45, 101, 127, 140, 148 kA/m (Romaszko and
Lacny, 2015). In the case of Beam 1 and Beam 2, measurements were carried out with the
following position of the electromagnet ym: 40, 60, 80, 100, 120, 140mm (Fig. 3a). For Beam 3
and Beam 4, the electromagnet position was assumed to be ym = 40mm and ym = 200mm,
respectively. These values of ym were related to which pocket was actually filled with MRF (see
Fig. 3b). On account of the electromagnetic structure and action of a non-homogeneous magnetic
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field, the beam free vibrations were impossible to register when the electromagnet position was
ym > 140mm.

Fig. 3. Electromagnet position in the beams: (a) fully filled, (b) partially filled

Fig. 4. Free vibration responses

Example free vibration responses of the free end of each beam are shown in Fig. 4, when
H = 0kA/m and H = 148 kA/m. The plots for Beam 1 and Beam 2 are obtained for the
electromagnet position ym = 140mm. It appears that the decay time tends to decrease with
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an increased magnetic field strength level. Comparison of the decay time plots for Beam 1 and
Beam 2 taken for the same magnetic field strength level clearly reveals that for Beam 2 the
decay time is shorter, which can be attributed to the fact that MRF2 filling Beam 2 has a higher
iron particles content than MRF1, which enhances damping. The analysis of measurement data
suggests that for the maximal magnetic field strength (H = 148 kA/m) the highest damping
is registered for Beam 4. In order that interpretation of results should not be obscured by the
presence of eddy currents (in aluminium layers) affecting the beam vibration parameters, further
measurements were performed to investigate the behaviour of Beam 1 (not filled with MRF1)
under the action of a magnetic field. The results showed that magnetic field strength had no
effect on the beam vibration parameters.

4. Processing of the experimental data

The registered free vibration responses of the beams have been used to determine the natural
frequency f0 and the dimensionless damping coefficient ζ in function of the vibration ampli-
tude Z. Thus obtained stiffness and damping characteristics were used to derive an equivalent
natural frequency f0z and an equivalent damping coefficient ζz in relation to the magnetic field
strength level H and the electromagnet position ym.
In the first place, beam vibrations are damped by the MRF filling the beam. Damping

properties of the MRF layer can be controlled through the action of the magnetic field. Several
energy dispersion mechanisms are involved, including internal friction in aluminium layers and
in sealing rubber, friction between the MRF layers and aluminium layers and friction between
iron particles suspended in the carrier fluid. Further, energy dispersion is enhanced by external
damping. Damping of the beam vibration is not strictly equivalent to viscous damping. It is
suggested, therefore, that the measurement data should be processed in accordance with the
algorithm, which yields the approximate natural frequency f0 and the dimensionless damping
coefficient ζ for the first mode in relation to the amplitude Z of the registered displacement z.
The data processing algorithm involves five steps.

Step 1 defines width of the window k and the number N of amplitudes Z to be found. The
amplitude Z is found in the range of 0.5-6mm and that enables determination of the number N
of amplitudes. The number k corresponds to the number of periods of damped vibrations. Next,
the signal z is subjected to low-pass and high-pass filtering using the 1st order analogue filters.
The critical frequency is chosen such that the frequency band from 2-80Hz should remain.

In Step 2, the subsequent amplitudes Zn are found.
In Step 3, the window is introduced with the width k, which is shifted along the time

axis. The beginning of the window is set at the time instant when the amplitude occurs Zn
(n = 1, 2, . . . , N). For each subsequent amplitude Zn that is thus located, the time instant tn
when it occurs is recorded. An example of the free vibration response is shown in Fig. 5, reve-
aling the movable window of the width k, the amplitudes that have been found Zn, Zn+k and
the time instants they occur.

The introduced quantity ∆nk is used to determine the logarithmic damping decrement. It
is assumed that in the interval between the time instants tn and tn+k when the respective
amplitudes Zn and Zn+k are registered, the beam damping can be approximated by viscous
damping. That is why the damping coefficient and natural frequency in the investigated interval
are constant. The quantity ∆nk is expressed by the formula

∆nk = 2πf0nζnkTn (4.1)

where ζn and f0n denote the dimensionless damping coefficient and frequency of undamped
vibration (natural frequency). In the investigated interval, beginning at the instant tn and
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corresponding to the occurance of amplitude Zn, the average period of damped vibrations Tn is
derived from the formula

Tn =
tn+k − tn

k
(4.2)

It is worth while to mention that for a very low damping (ζ ≪ 1), the frequency of damped
vibration is fdn nearing the natural frequency f0n (fdn ≈ f0n). Therefore, the dimensionless
damping coefficient in function of the amplitude for the window having the width of k periods
can be expressed by an approximate formula

ζ(Z)
∣∣∣
Z= 1

2
(Zn+Zn+k)

∼= 1

2kπ
∆nk (4.3)

In the event when value of the damping coefficient is difficult to estimate, an exact formula will be
recommendable. Recalling the relationship between the natural frequency with no damping f0n
and with damping fdn, the dimensionless damping factor is derived in function of the amplitude
for the window having the width equal to k periods

ζ(Z)
∣∣∣
Z= 1

2
(Zn+Zn+k)

=
∆nk√

∆2nk + 4k
2π2

(4.4)

Accordingly, the natural frequency f0 can be written by the formula

f0(Z)
∣∣∣
Z= 1

2
(Zn+Zn+1)

=
fd(Z)√
1− ζ2(Z) (4.5)

Thus, we get the dimensionless damping coefficient ζ and the natural frequency f0 in the window
having the width of k periods and starting at the time instant tn when the amplitude Zn occurs.
This procedure marks the end of Step 3.
In Step 4, it is checked whether the number being the difference between the number N of

sought amplitudes and the window width k should be greater than the ordinal number of the
iterative procedure i (for example N−k > i). When this condition is not satisfied, the indicator i
is incremented and the window is moved to the right with the step equal to one period of damped
vibration (to the next amplitude Zn+1), thus marking the beginning of the next iteration. The
calculation procedure for the new window position is identical as in Step 3. The window is moved
until the moment when the amplitude Zn+k in the window is the ultimate amplitude thus found,
in other words, until the condition N − k > i gets satisfied. The number of the thus determined
values of ζ(Z) and f0(Z) is associated with the number of observed amplitudes Z and width
of the window k, and is equal to N − k. Having the algorithm procedure completed, the actual
value of i implicates the number of the thus determined values of ζ(Z) and f0(Z). The width
of the window k determines the shape of f0(Z) and ζ(Z) plots. The parameter k operates as
a low-pass filter – averaging and smoothing both the natural frequency f0 and dimensionless
damping coefficient ζ versus vibration amplitude Z.
Step 5: taking into account the variable window width k, the thus derived characteristics

can be smoothed demonstrating how the natural frequency f0 and the dimensionless damping
coefficient ζ should vary in function of the amplitude Z. Then the parameters are established.
They express the beam vibration response depending on the field strength and the actual location
of magnetic field action. The thus calculated parameters are the equivalent natural frequency f0z
and the equivalent damping coefficient ζz. Both quantities are computed as the arithmetic mean
of dimensionless damping coefficients and natural frequencies computed for each window, using
formulas (4.4) and (4.5). The final formulas expressing the equivalent natural frequency f0z and
the equivalent damping coefficient ζz are written as

f0z =
1

N − k
N−k∑

i=1

f0i ζz =
1

N − k
N−k∑

i=1

ζi (4.6)
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Thus the final Step 5 is completed. The parameters f0z and ζz characterising vibration of the
beams filled with MRF1 and MRF2 are derived for all cases when the free vibration responses
have been registered. The same procedure is applied to derive the parameters f0z and ζz for
Beam 3 and Beam 4.

Fig. 5. Procedure of finding the natural frequency and dimensionless damping coefficient

This data processing algorithm would yield characteristics of stiffness and damping in func-
tion of the vibration amplitude Z and of the equivalent dimensiomless stiffness and equivalent
damping coefficient in function of the magnetic field strength and the electromagnet position.

5. Results and discussion

Stiffness and damping characteristics in function of the vibration amplitude Z are not inclu-
ded in this paper. However, their determination has been necessary to calculate the equivalent
fundamental frequency and the equivalent damping coefficient in function of the magnetic field
strength and the electromagnet position. Recalling respective formulas (4.6), the equivalent
fundamental frequency f0z and the equivalent dimensionless damping coefficient ζz have been
derived accordingly. The variability pattern of the equivalent fundamental natural frequency
f0z(H, ym) and the equivalent dimensionless damping coefficient ζz(H, ym) in function of the
magnetic field strength H and the electromagnet position ym for Beam 1 and Beam 2 are shown
in Figs. 6 and 7. The actual value of the equivalent fundamental natural frequency f0z is de-
rived from formula (4.6)1 whilst the equivalent dimensionless damping coefficient from formula
(4.6)2. The domain of the function f0z(H, ym) and ζz(H, ym) becomes the variability range of
the parameters H and ym. The values of parameter H vary from 0 to 148 kA/m, and the va-
riability range of ym is from 40 to 140mm. This domain results from the test conditions. The
characteristics f0z(H, ym) for Beam 1 and Beam 2 are shown in Fig. 6. In the off-state when
H = 0, the equivalent fundamental frequency f0z(0, ym) for Beam 1 and Beam 2 is 9.35 and
8.8 Hz, respectively. In the off-state the iron particles suspended in the carrier fluid are able
to move freely. The magnetic moments associated with each particle of the MRF are directed
randomly. That is why the difference in f0z for Beam 1 and Beam 2 can be attributable to the
difference in the beam mass (Beam 1 is lighter than Beam 2 due to a lower iron particle content).
Therefore, the equivalent natural frequency f0z registered for a lighter beam-Beam 1 is higher.
For fully filled beams operated in the on-state, the critical electromagnet position is observed at
ym = 100mm. In plots in Fig. 6, this boundary is indicated by a grey plane dividing the stiffness
characteristics into two areas. Area 1 is contained between the electromagnet positions from 40
and 100mm. This separation is associated with the influence of the magnetic field strength H on
the value of the equivalent fundamental frequency f0z. When the field strength is the maximum
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H = 148 kA/m and the electromagnet is moved from the beam fastening (ym = 40mm) towards
its free end, the frequency f0z tends to increase (the stiffening effect). This increase continues
until the electromagnet reaches its critical position ym = 100mm. When the electromagnet is
moved still further from the beam fastening, the frequency f0z tends to decrease. For the elec-
tromagnet position ym = 140mm and magnetic field strength H = 148 kA/m, the equivalent
frequency f0z is lower than in the off-state. For any electromagnet position within area 1, an
increase in the magnetic field strength results in an increase in the equivalent fundamental fre-
quency f0z. Within this area, the stiffening effect is observed for the two beams. The increase of
the equivalent fundamental frequency is also observed in area 2 for the magnetic field strength H
falling in a specific range. For Beam 1, this range is from H = 0 to H = 75 kA/m, for Beam 2
is from 0 to 45 kA/m. A further increase in H leads to a decrease in f0z for the two fully filled
beams. The beam damping effect predominates over the stiffening effect. Two hypotheses have
been put forward to account for this behavior.

Fig. 6. Equivalent natural frequency f0z vs. the magnetic field strength H and
electromagnet position ym

The first hypothesis emphasises the increasing influence of field non-homogeneity on the
edges of the area between the electromagnet poles. The influence of field non-homogeneity on
the beam motion is enhanced with the increasing amplitude of vibration, that is for beam points
further away from the fastening (increased ym). Each iron particle in the MRF has two poles
which can be assigned a given ’magnetic charge’. The signs of these poles are different, therefore
each particle forms a magnetic dipole. When subjected to an external magnetic field, it will
be directed in accordance with the field lines. When the external field is non-homogeneous, an
iron particle will be attracted to the stronger field region. Moved from its equilibrium position,
the beam will move in the direction in which the modulus of the magnetic field strength vector
should increase. The field forces acting upon the iron particles in the MRF act opposite to
elasticity forces, thus reducing the frequency of the beam natural vibration.

In accordance with the other hypothesis, the storage modulus of the MRF in this area is
smaller than the loss modulus. That is why the MRF contained in the beams exhibits properties
of a viscous material rather than an elastic material (Lara-Prieto et al., 2010), which leads to a
relatively fast increase in the beam damping effect, illustrated by plots of ζz(H, ym) in further
Sections. The extreme values of f0 are obtained for the MRF in the on-state. The highest value
of f0z for fully filled beams is registered for H = 148 kA/m, ym = 40mm, approaching 9.56Hz
and 9.11Hz for Beam 1 and Beam 2, respectively. The smallest value of f0 for fully filled beams
is observed for H = 148 kA/m, ym = 140mm, reaching 9.32Hz and 8.43Hz for Beam 1 and
Beam 2, respectively. The equivalent natural frequency f0z for MRF in the off-state (H = 0)
being taken as the reference value, the control of parameters H and ym allows the value of f0z



580 M. Romaszko, B. Sapiński

to be increased or decreased. It can be increased by 2.25% and 3.25%, respectively, for Beam 1
and Beam 2, or decreased by 0.3% and 4.2%. These changes in the equivalent frequency f0z
illustrate the influence of the iron particle content. The largest changes are observed for Beam 2
filled with MRF2 because the iron particle content in this fluid is larger.

Figure 7 plots the characteristics ζz(H, ym) for Beam 1 and Beam 2. It can be readily seen
that both increasing the field strength H and moving the electromagnet further away from the
beam fastening (increasing ym) lead to an increase in the equivalent dimensionless damping co-
efficient ζz. A sharp increase in ζz is observed in area 2, alongside a rapid decrease in f0z (Fig. 6),
as mentioned in previous Sections. The smallest value of the dimensionless damping coefficient ζz
is registered when the MRF is in the off-state, approaching 0.0088 and 0.0090 for Beam 1 and
Beam 2, respectively. The value of the equivalent dimensionless damping coefficient ζz is the
highest for H = 148 kA/m, ym = 140mm, reaching 0.0251 for Beam 1 and 0.0739 for Beam 2.
In the off-state, there are no significant changes between the dimensionless damping coefficient
values for MRF treated beams differing in the iron particle content. Application of a magnetic
field with the strength H and the appropriate electromagnet position ym make the equivalent
dimensionless damping coefficient for Beam 2 increase by 721%. For Beam 2, the equivalent
dimensionless damping coefficient rises by 185%. It shows that the increasing of the iron particle
content by volume from 22% in MRF1 to 32% in MRF2 results in a significant increase in the
beam damping effect.

Fig. 7. Equivalent dimensionless damping coefficient ζz vs. the magnetic field strength H and
electromagnet position ym

The test results provided in the present study can be compared with the results presented in
the previous authors’ works (Romaszko et al., 2011; Snamina et al., 2012b). There is a satisfac-
tory convergence comparing current equivalent natural frequencies and equivalent dimensionless
damping coefficients with the previous ones. The former measurements were made when the
beams were not fixed to the vibration shaker armature and the magnetic field was produced by
a newly engineered electromagnet. It implied satisfactory repetition, no disturbance from the
shaker armature suspension, no aging, no liquid sedimentation, no leakage and recreation the
approprite magnetic field strength.

Figure 8 plots the equivalent natural frequency f0z and the equivalent dimensionless damping
coefficient ζz for partially filled beams. Results obtained for Beam 2 for the electromagnet
position ym = 40mm and ym = 140mm are also given, for easy comparison with the fully treated
beams. As the iron particle content by volume for Beam 2 is higher than for Beam 3 and Beam 4,
Beam 2 exhibits lower stiffness. Increasing the magnetic field strength leads to an increase in
the natural frequency (stiffening effect). Shifting the field interaction zone towards the beam
free end causes the beam stiffness to decrease with an increased magnetic field strength. That is
clearly seen for Beam 4 (partially filled) and Beam 2 (fully filled) when ym = 140mm. The most
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considerable changes in the natural frequency are observed for Beam 4. For the maximum field
strength H = 148 kA/m, the frequency f0z is reduced by 6.4% in relation to H = 0. Experiments
showed that the equivalent dimensionless damping coefficient for H = 0 for Beam 3 was ζz =
0.0305 and for Beam 4 ζz = 0.0216. It appears, therefore, that placing the MRF in pocket 3
in the off-state vastly reduced the potential of energy dissipation of the vibrating beam, unlike
in the case when the beam was subjected to the magnetic field of strength H > 75 kA/m. For
the maximum field strength H = 148 kA/m, the damping coefficient for Beam 4 is nearly twice
as large as for Beam 3. Comparison of the equivalent dimensionless damping coefficient values
ζz(0) and ζz(148) implicates that the slightest increase is registered for beams whose sections
subjected to the action of magnetic field are located near the fastening point (ym = 40mm). For
Beam 2, there is a two-fold increase of the damping coefficient when ym = 40mm, for Beam 3
this increase is 1.5-fold. When the beam zone affected by the magnetic field shifts towards the
beam free end, the dimensionless damping coefficient increases considerably. For Beam 2, a
nearly 8-fold increase is observed when ym = 140mm, for Beam 4, nearly 5 fold. Plots shown
in Fig. 9 lead us to the conclusion that it is not the volume of the MRF used that determines
the actual shape of the stiffness and damping characteristics. Engineering a specially designed
beam with five pockets and filling the appropriate pocket with a MRF result in major changes
in the relevant characteristics.

Fig. 8. Equivalent natural frequency f0z and equivalent dimensionless damping coefficient ζz vs.
magnetic field strength H

6. Conclusions

The study investigates the dynamic behaviour of cantilever sandwich beams (with one or five
pockets) filled with MRFs varying in their iron particles content by volume. The purpose of the
study is to determine stiffness and damping characteristics of the beams by measuring the free
vibration response of the beams subjected to action of a magnetic field of varied strength and
varied electromagnet positions. A measurement data processing algorithm has been proposed,
allowing us to establish how the vibration amplitude should influence the natural frequency
and the equivalent dimensionless damping coefficient. The equivalent natural frequency and the
equivalent dimensionless damping coefficient have been derived accordingly.

The results of investigations lead us to the following conclusions.

• The most complex energy dissipation mechanism in beams is explained by recalling the
viscous damping model and the developed data processing algorithm.
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• The natural frequency and the dimensionless damping coefficient tend to increase as the
free vibrations decay. The higher the magnetic field strength and the further the electro-
magnet from the beam fastening point, the more significant this increase is.

• The effect of field non-homogeneity is revealed particularly when the electromagnet is
in the position defined as ym > 100mm (see the grey-coloured plane in the stiffness
and damping plots). This non-homogeneity causes a rapid increase in the dimensionless
damping coefficient. At the same time, the natural frequencies of Beam 1, Beam 2, Beam 4
decrease.

• Plots of the natural frequency and the equivalent dimensionless damping coefficient clearly
show that for the beam containing the MRF with a higher solids content, the variability
range of the natural frequency and of the dimensionless damping factor is wider. It appears
that the actual shape of the stiffness and damping characteristics for Beam 1, Beam 2 (fully
filled with the MRF) and Beam 3, Beam 4 (partially treated) is associated with the location
of the MRF in the beam (pocket number), not with the MRF volume.

• In the case of partially filled beams (Beam 3 and Beam 4), the factor affecting the stiff-
ness and damping plots in the largest extent is the number (location) of MRF-containing
pocket. The widest variability range of the equivalent natural frequency and the equiva-
lent dimensionless damping coefficient is registered for Beam 4 (which has the mid pocket
filled).

• The presented results are consistent with the previous ones and reveal satisfactory repeti-
tion, no disturbance from the shaker armature suspension, no aging, no liquid sedimenta-
tion, no leakage. The newly designed electromagnet enables one to recreate the appropriate
magnetic field strength level.

In further work, the authors are going to investigate complex vibration modes of the beams.
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To study chaos and bifurcation of a gear system, a five-degree-of-freedom nonlinear dynamic
model of a gear-rotor-bearing system is established. It consists of a gear pair, supporting
shafts, bearings and other auxiliary components. The effects of frequency, backlash, bear-
ing clearance, comprehensive transmission error and stiffness on nonlinear dynamics of the
system are investigated according to bifurcation diagrams, phase portraits and Poincaré
maps by a numerical method. Some nonlinear phenomena such as grazing bifurcation, Hopf
bifurcation, inverse-Hopf bifurcation, chaos and coexistence of attractors are investigated.
Different grazing bifurcations and their causes are discussed. The critical parameters are
identified, too.

Keywords: gear-rotor-bearing, dynamics, bifurcation, chaos

1. Introduction

Gear systems play a major role in mechanical engineering and other engineering fields. There are
plenty of researches on nonlinear dynamics of gear systems since Kahraman and Singh (1990)
researched nonlinear dynamics of a spur gear pair where the backlash was represented by a
truncated series expansion. They developed a 3-DOF dynamic model including non-linearities
associated with radial clearances in the radial rolling element bearings and backlash between
a spur gear pair in 1991. Ranghothama and Narayanan (1999) investigated periodic motions
and chaotic motions of a nonlinear geared rotor-bearing system. Theodossiades and Natsiavas
(2001) investigated the response and stability characteristics of a gear pair system supported
on oil journal bearings. Choi et al. (2001) analyzed dynamic characteristics of a geared rotor-
-bearing system with the transfer matrix method. Chen et al. (2011) developed a multi-degree-
-of-freedom nonlinear dynamic gear system with dynamic backlash, friction and time varying
stiffness. Chang-Jian (2010a,b) established a dynamical model of a HSFD mounted gear-bearing
system, a dynamical model of a gear-bearing system under nonlinear suspension, Chang-Jian
and Chang (2012a,b) – a dynamical model of the porous squeeze film damper mounted on a
gear-bearing system and a dynamical model of a gear pair system equipped with journal bearings
under turbulent low. Cui et al. (2012) established a dynamical model of a geared rotor system
with a nonlinear oil film force and a nonlinear mesh force. Xiang et al. (2016) proposed a period
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expansion method to build a 6-DOF nonlinear dynamic model of a spur gear pair with time
varying stiffness, gear backlash and surface friction.

The motor and other auxiliary components mounted on the input and output shafts as rotor
are abstracted as rotors coupled with the gear-bearing system in this paper. A 5-DOF nonlinear
dynamic model which is closer to the engineering practice is developed to research the bifurcation
and chaos of the system. It is a multiple clearance and multi-parameter coupled system.

2. Nonlinear dynamic model of a gear-rotor-bearing system

A simplified theoretical model of a gear-rotor-bearing system is illustrated in Fig. 1. The gear
meshing part is simplified as two rotors coupled with viscous dampers and nonlinear springs.
Three nonlinear factors such as time-varying stiffness, backlash and the comprehensive transmis-

Fig. 1. Dynamic model of the gear-rotor-bearing system

sion error are considered in it. Axial vibration, transverse vibration and longitudinal vibration
are not taken into account. Torsional vibration displacements between meshing gears are stu-
died only. The torsional vibration displacement of the two gears and rotors is denoted as θi
(i = 1, 2, 3, 4), respectively. The mass moment of inertia of the two gears is Ii (i = 2, 3) and the
moment of inertia of the two rotors is Ii (i = 1, 4), respectively. The base circle radius of the
two gears is rbi (i = 2, 3), respectively. Torsional damping is c1 and c3 and the torsional stiffness
of the two rotation shafts is k1 and k3, respectively. The mesh stiffness and damping coefficient
is k′2 and c

′
2, respectively. The force of gears by bearings on the input and output shafts is Fbi

(i = 1, 2), respectively. The torque of the input and output shafts is T and TL, respectively. The
damping coefficient of the bearings on the input and output shafts is cbi (i = 1, 2), respectively.
The average support stiffness of the bearings on the input and output shafts is kbi (i = 1, 2),
respectively. The backlash function f(·) is usually used to represent gear clearance. The bearing
clearance functions on the input and output shafts is f(·) (i = 1, 2), respectively. The actual
backlash is δ2. The bearing clearance on the input and output shafts is δbi (i = 1, 2), respectively.
The displacement of the center of the two gears is ygi (i = 1, 2), respectively. The time-varying
comprehensive transmission error of the gear pair is e(t). The absolute rotational equations of
the system can be derived according to the 2nd Newton’s law



Bifurcation and chaos analysis of a gear-rotor-bearing system 587

I1θ̈1 + c1(θ̇1 − θ̇2) + k1(θ1 − θ2) = T
I2θ̈2 − c1(θ̇1 − θ̇2)− k1(θ1 − θ2) +Rb2c′2[Rb2θ̇2 −Rb3θ̇3 − ė(t)− (ẏg1 − ẏg2)]
+Rb2k

′
2f [Rb2θ2 −Rb3θ3 − e(t)− (yg1 − yg2)] = 0

I3θ̈3 − c3(θ̇3 − θ̇4) + k1(θ1 − θ2)−Rb3c′2[Rb2θ̇2 −Rb3θ̇3 − ė(t)− (ẏg1 − ẏg2)]
−Rb3k′2f [Rb2θ2 −Rb3θ3 − e(t)− (yg1 − yg2)] = 0

I4θ̈4 + c3(θ̇3 − θ̇4) + k3(θ3 − θ4) = −TL

(2.1)

The theoretical backlash is defined as 2b, and b is selected as the feature size. The relative
rotational equation of the system can be written as in Eqs. (2.2) by subtracting every two in
Eqs. (2.1) with the following expressions γ = b/Rb2, q1 = (θ1 − θ2)/γ, q2 = [Rb2θ2 − Rb3θ3 −
e(t)− (yg1 − yg2)]/b and q3 = (θ3 − θ4)/γ
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b

q̈3 +
(c3
I3
+
c3
I4

)
q̇3 +

(k3
I3
+
k3
I4

)
q3 −

Rb2Rb3c
′
2

I3
q̇2 −

Rb2Rb3k
′
2

I3
f(q2) =

TL
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(2.2)

The dimensionless torsional vibration equation of the system can be obtained by defining

τ = ωnt, q̇(1,2,3) = q̇(1,2,3)/ω
2
n, ẏ(g1,g2) = bωnq̇(4,5) where ωn =

√
k′2I2I3/(I3R

2
b2 + I2R

2
b3)

q̈1 + ξ11q̇1 − ξ12q̇2 + k11qq − k12[1 + k cos(τ + ϕ)]f(q2) = Fmi + Fai sin(τ + ϕi)
q̈2 − ξ21q̇1 + ξ22q̇2 − ξ23q̇3 − k21q1 + k22[1 + k cos(τ + ϕ)]f(q2)− k23q3
= −ω2ε sin(τ + ϕ)− q̈4 + q̈5

q̈3 − ξ31q̇2 + ξ32q̇3 − k31[1 + k cos(τ + ϕ)]f(q2) + k32q3 = Fml + Fal sin(τ + ϕo)

(2.3)

The dimensionless parameters are defined as
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in equations (2.3). The time-varying mesh stiffness is k(t) = 1 + k sin(ωt + ϕ) (Kahraman and
Singh, 1990) where the dimensionless mesh frequency is ω = ωe/ωn and ωe is the mesh frequency
of the gear. The dynamical transmission error is e(t) = 1+ ε sin(ωt+ϕ) (Kahraman and Singh,
1990). The dimensionless loads can be defined as

Fmi =
T

I1γ
Fai =

T sin(ωt+ ϕi)

I1γ
Fml =

TL
I4γ

Fal =
TL sin(ωt+ ϕo)

I4γ

where ϕi and ϕo is the initial phase angular of the excitation and response, respectively.
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Transverse vibration equations of the system can be formulated according to the 2nd New-
ton’s law

mg1ÿg1 + cb1ẏg1 − c′2[Rb2θ̇2 −Rb3θ̇3 − ė(t)− (ẏg1 − ẏg2)] + kb1f b1(yg1)
− k′2f [Rb2θ2 −Rb3θ3 − e(t) − (yg1 − yg2)] = −Fb1

mg2ÿg2 + cb2ẏg2 + c
′
2[Rb2θ̇2 −Rb3θ̇3 − ė(t)− (ẏg1 − ẏg2)] + kb2f b2(yg2)

+ k′2f [Rb2θ2 −Rb3θ3 − e(t) − (yg1 − yg2)] = Fb2

(2.4)

where the mass of the gear and rotor on the drive and driven shaft is mg1 and mg2, respectively.
The dimensionless transverse vibration equations of the system can be obtained when the

dimensionless parameters are defined as

ξ41 =
cb1
2mg1ωn

ξ42 =
c′2

2mg1ωn
ξ51 =

cb2
2mg2ωn

ξ52 =
c′2

2mg2ωn

k41 =
kb1

mg1ω2n
k42 =

k′2
mg2ω2n

k51 =
kb2

mg2ω2n
k52 =

k′2
mg2ω2n

F b1 =
Fb1

mg1bω2n
F b2 =

Fb2
mg2bω2n

and

q̈4 + 2ξ41q̇4 + k41f b1(q4)− 2ξ42q̇2 − k42f(q2) = −F b1
q̈5 + 2ξ51q̇5 + k51f b2(q5) + 2ξ52q̇2 + k52f(q2) = F b2

(2.5)

A 5-DOF dimensionless dynamical equation of the gear-rotor-bearing system can be obtained
by coupling the torsional vibration and transverse vibration. It can be written as the state
equation by defining x1 = q1, x2 = ẋ1, x3 = q2, x4 = ẋ3, x5 = q3, x6 = ẋ5, x7 = q4, x8 = ẋ7,
x9 = q5, x10 = ẋ9

ẋ1 = x2

ẋ2 = Fmi + Fai sin(τ + ϕi)− ξ11x2 + ξ12x4 − k11x1 + k12[1 + k cos(τ + ϕ)]f(x3)
ẋ3 = x4

ẋ4 = −ẋ8 + ẋ10 + ξ21x2 − ξ22x4 + ξ23x6 + k21x1 − k22[1 + k cos(τ + ϕ)]f(x3)
+ k23x5 − ω2ε sin(τ + ϕ)

ẋ5 = x6

ẋ6 = Fml + Fal sin(τ + ϕo) + ξ31x4 − ξ32x6 + k31[1 + k cos(τ + ϕ)]f(x3)− k33x5
ẋ7 = x8

ẋ8 = −F b1 − 2ξ41x8 − k41fb1(x7) + 2ξ42x4 + k42f(x3)
ẋ9 = x10

ẋ10 = F b2 − 2ξ51x10 − k51fb2(x9)− 2ξ52x4 − k52f(x3)

(2.6)

Backlash is one of the main nonlinear factors in the gear system. The backlash function of
the gear pair can be written as follows if the dimensionless backlash is defined as D = δ2/(2b)

f(x) =





x−D for x > D

0 for −D ¬ x ¬ D
x+D for x < −D

(2.7)

The rolling bearing is composed of the inner ring, outer ring and rolling elements. Clearance
exists between the inner ring and rolling elements or rolling elements and the outer ring. It is
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one of the main nonlinear factors in the system, too. The bearing clearance functions can be
drawn up as follows if the dimensionless bearing clearance is defined as Dbi = δbi/(2b) (i = 1, 2)

f b1(x7) =






x7 −Db1 for x7 > Db1

0 for −Db1 ¬ x7 ¬ Db1
x7 +Db1 for x7 < −Db1

f b2(x9) =





x9 −Db2 for x9 > Db2

0 for −Db2 ¬ x9 ¬ Db2
x9 +Db2 for x9 < −Db2

(2.8)

3. Bifurcation and chaos of the system

A gearbox of a metro train is selected as the research object. The material of the gear is 40Cr.
The related parameters of the gearbox are given in Table 1. The lengths of two shafts are 450mm.
The elastic modulus of the shafts is 2 · 1011 Pa, the Poisson ratio is 0.3. Each shaft is supported
by two bearings, 7306. The preload load of the bearing is 200N. The torque is 150N·m. The
related parameters of bearings are given in Table 2. The calculated dimensionless parameters are
given in Table 3. Other dimensionless coefficients of the time-varying stiffness can be calculated
by computer programs according to the meshing parameters real-timely.

Table 1. Parameters of the baseline example gear pair

System parameters Pinion Gear System parameters Pinion Gear

Number of teeth z 40 156 Radius of base circle rb [mm] 56.4 219.9

Mass [kg] 1.82 2.63
Mass moment of inertia

2.6 3.1
of gear [×10−3 kg·m2]

Module [mm] 3 3
Mass moment of inertia

3.4 2.8
of rotor [×10−3 kg·m2]

Backlash [µm] 100 100 Meshing damping ratio 0.1 0.1

Width of gear [mm] 52 48 Pressure angle α [◦] 20 20

Table 2. Parameters of bearings

System parameters Value System parameters Value

Inner radius [mm] 30 Race way curvity of inner ring 0.52

Outer radius [mm] 62 Race way curvity of outer ring 0.525

Radius of rolling [mm] 9.525 Radial clearance [µm] 60

Number of rolling elements 11

Table 3. Value of dimensionless parameters

Param. Value Param. Value Param. Value Param. Value Param. Value

k11 1.05 k33 1.05 ξ11 0.1 ξ32 0.1 k52 0.6

k12 0.6 k31 0.3 ξ12 0.1 ξ31 0.1 ξ52 0.125

k21 0.6 k41 1.1 ξ22 0.2 ξ41 0.01 F b2 0.1

k23 0.7 k42 0.6 ξ21 0.05 ξ42 0.125 Fai 0.1

k22 0.8 k51 1.1 ξ23 0.05 ξ51 0.01 Fml 0.1

Fmi 0.05 F b1 0.1 Fal 0.2
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3.1. Effect of the mesh frequency

The bifurcation diagram of the relative displacement via the frequency, ω ∈ [0.5, 2.5] as
D = 1.0 and Db = Db1 = Db2 = 0.6 is illustrated in Fig. 2. The bifurcation and chaos of the
system with the increasing frequency will be discussed in three regions precisely.

Fig. 2. Bifurcation diagram of the system via the mesh frequency

Fig. 3. Diagrams of Poincaré mapping and phase portraits: (a) ω = 0.5, (b) ω = 0.502, (c) ω = 0.545,
(d) ω = 0.56. Here, the diagram of Poincaré mapping in a and b is represented by ×

Firstly, the bifurcation and chaos of the system as ω ∈ [0.5, 0.62] is studied. The motion
of the system is stable period-5 motion as ω = 0.5. The diagram of Poincaré mapping and
phase portrait is illustrated in Fig. 3a as ω = 0.5 and the diagram of Poincaré mapping is
represented by ×. There are 5 discrete points in the diagram of Poincaré mapping. Doubling
periodic bifurcation occurs and the period-5 motion doubles to period-10 motion when the
frequency ω increases to ω = 0.501. The diagram of Poincaré mapping and phase portrait is
illustrated in Fig. 3b as ω = 0.502. The period-10 degenerates to period-5 when the frequ-
ency ω increases to 0.503. The period-5 motion transits to period-1 motion when ω increases
to 0.505. Doubling periodic bifurcation occurs with an increase in the mesh frequency and the
period-1 motion doubles to stable period-2 motion as ω = 0.5125. Saddle-node bifurcation leads
the system to chaotic motion as ω = 0.5315. The diagram of Poincaré mapping is illustrated in
Fig. 3c as ω = 0.545. The chaotic motion of the system exists in a small range and it evolves
in quasi-periodic motion by Hopf bifurcation when ω increases to 0.556. A diagram of Poincaré
mapping is presented in Fig. 3d. There are two closed tori in the diagram of Poincaré map-
ping. Inverse Hopf bifurcation occurs when ω increases to 0.565 and it leads the quasi-periodic
motion to period-2 motion. Inverse-doubling periodic bifurcation leads the period-2 motion to
period-1 motion when ω increases in 0.602. The period-1 motion exists in a considerable range
of frequency.
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Fig. 4. Phase portraits and diagrams of Poincaré mapping: (a) ω = 0.99, (b) ω = 1.004795,
(c) ω = 1.005, (d) ω = 1.041, (e) ω = 1.05, (f) ω = 1.0625, (g) ω = 1.06508242, phase portrait, grazing
at the gear surface; (h) ω = 1.08, (i) ω = 1.09205, phase portrait, grazing at the gear surface;

(j) ω = 1.1, (k) ω = 1.13, (l) ω = 1.1332, phase portrait, grazing at the gear surface; (m) ω = 1.135,
(n) ω = 1.1675, phase portrait, grazing at the gear surface; (o) ω = 1.18, (p) ω = 1.2, (q) ω = 1.2087,
phase portrait, grazing at the bearing surface; (r) ω = 1.21, (s) ω = 1.213, phase portrait, grazing at the

bearing surface; (t) ω = 1.22. Here, the diagram of Poincaré mapping in the phase portrait is
represented by × and the blue line represents the grazing boundary
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Secondly, the bifurcation and chaos of the system as ω ∈ [0.9, 1.3] is discussed. The
motion of the system is a stable period-1 motion as ω < 0.9747. Hopf bifurcation occurs
when the frequency increases to ω = 0.9747 and it leads the period-1 motion to quasi-
-periodic motion. Diagram of Poincaré mapping is illustrated in Fig. 4a as ω = 0.99. There
is a closed torus in it. The quasi-periodic motion transients to 4 saddle-nodes and they trans-
form to chaos quickly. Diagrams of Poincaré mapping is illustrated in Fig. 4b and Fig. 4c as
ω = 1.004795 and ω = 1.005. The chaos transients into the period-4 motion when the frequency
increases to ω = 1.017. Saddle-node bifurcation leads the period-4 motion to chaos when the
frequency increases to ω = 1.040798. The diagram of Poincaré mapping is illustrated in Fig. 4d
as ω = 1.041. Phase lock occurs when the frequency increases to ω = 1.0495 and the diagram of
Poincaré mapping is illustrated in Fig. 4e as ω = 1.05. The phase lock transients into period-11
motion when the frequency increases to ω = 1.0623. The phase portrait and diagram of Poincaré
mapping is illustrated in Fig. 4f as ω = 1.0625 and the diagram of Poincaré mapping is repre-
sented by ×. The phase trajectory of the system is tangent to the boundary x3 = 1.0. It implies
the grazing occurred in the tooth surface as ω=1.06508242 and its phase portrait is illustrated
in Fig. 4g. The phase portrait and diagram of Poincaré mapping is illustrated in Fig. 4h as
ω = 1.08 after the tooth surface grazing. The number of the periodic motion is not changed but
the phase trajectory is changed by the grazing. The phase portraits and diagrams of Poincaré
mapping before and after the grazing are shown in Fig. 4f and Fig. 4h. The grazing occurs in
the tooth surface again when the frequency increases to ω = 1.09205 and it leads the periodic
motion to chaos. The phase portrait of the grazing is illustrated in Fig. 4i. The diagram of
Poincaré mapping of the chaos is illustrated in Fig. 4j as ω = 1.1 after the tooth surface grazing.
The chaotic motion changes to period-17 motion by phase lock when the frequency increases to
ω = 1.1255. The phase portrait and diagram of Poincaré mapping is illustrated in Fig. 4k as
ω = 1.13, and there are 17 discrete points in the diagram of Poincaré mapping. The grazing in
the tooth surface leads the periodic motion to chaos when the frequency increases to ω = 1.1332,
and the phase portrait of the grazing is illustrated in Fig. 4l. The diagram of Poincaré mapping
of the chaotic motion is illustrated in Fig. 4m as ω = 1.135 after the tooth surface grazing. The
motion of the system goes to period-23 motion when the frequency increases to ω = 1.154. The
periodic motion exists in a narrow region only. The grazing occurs in the tooth surface again
when the frequency increases to ω = 1.1657 and it leads the periodic motion to chaotic motion.
The phase portrait of the grazing is illustrated in Fig. 4n. The diagram of Poincaré mapping
of the chaotic motion is illustrated in Fig. 4o as ω = 1.18 after the tooth surface grazing. The
chaos transients to period-6 motion when the frequency increases to ω = 1.1927. The phase
portrait and diagram of Poincaré mapping is illustrated in Fig. 4p as ω = 1.2, and there are
6 discrete points in the diagram of Poincaré mapping. The grazing occurs in the bearing and
it leads the phase trajectory of the period-6 motion change when the frequency increases to
ω = 1.2087. The phase portrait of the grazing of the bearing is illustrated in Fig. 4q, and the
clearance of the bearing is Db = 0.6. The phase portrait and diagram of Poincaré mapping after
bearing grazing is illustrated in Fig. 4r as ω = 1.21. The number of the periodic motion of the
system is not changed but the topological shape of the motion is changed by the grazing in
the bearing. Grazing occurs in the bearing when the frequency increases to ω = 1.213 again,
and the phase portrait is illustrated in Fig. 4s. The period-6 motion trajectory is changed by
the bearing grazing again. The phase portrait and diagram of Poincaré mapping after bearing
grazing is illustrated in Fig. 4t as ω = 1.22. A conclusion can be drawn that the bearing grazing
leads the phase trajectory of the system change but it can not change the number of the system
motion. Period-doubling bifurcation occurs when the frequency increases to ω = 1.25 and it
leads the period-6 motion to period-12 motion. Inverse period-doubling bifurcation occurs when
the frequency increases to ω = 1.2645 and the period-12 motion transients into period-6 motion.
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Fig. 5. Phase portraits and diagrams of Poincaré mapping: (a) ω = 1.3607, phase portrait, grazing at
the tooth back; (b) ω = 1.38, (c) ω = 1.443, phase portrait, grazing at the tooth back; (d) ω = 1.45,
(e) ω = 1.46, (f) ω = 1.575, (g) ω = 1.59, (h) ω = 1.845, (i) ω = 1.85, (j) ω = 1.94, (k) ω = 1.98,

(l) ω = 2.14. Herein, the diagram of Poincaré mapping in the phase portrait is represented by × and the
blue line represents the grazing boundary

Finally, the bifurcation and chaos of the system as ω ∈ [1.3, 2.5] is studied. The motion of
the system is stable period-6 as 1.2645 < ω < 1.3607. Grazing occurs at the tooth back and
the phase trajectory of the system is changed. The phase portrait of the tooth back grazing is
shown in Fig. 5a. The diagram of Poincaré mapping and phase portrait after tooth back grazing
is illustrated in Fig. 5b as ω = 1.38. The phase trajectory is changed and the number of periodic
motion is not changed comparing Fig. 5b to Fig. 4t by the tooth back grazing. Grazing occurs
at the tooth back again when the frequency increases to ω = 1.443 and the period-6 motion
evolves into period-15 motion. The phase portrait of the tooth back grazing is shown in Fig. 5c
as ω = 1.443. The diagram of Poincaré mapping after the tooth back grazing is illustrated
in Fig. 5d as ω = 1.45. The period-15 motion evolves into chaotic motion by saddle-node
bifurcation when the frequency increases to ω = 1.4521 and the diagram of Poincaré mapping is
illustrated in Fig. 5e as ω = 1.46. Saddle-node bifurcation occurs when the frequency increases
to ω = 1.5412 and it changes the chaotic motion into period-8 motion. Hopf bifurcation occurs
when the frequency increases to ω = 1.5697 and the period-8 motion degenerates to quasi-
-periodic motion. The diagram of Poincaré mapping is illustrated in Fig. 5f as ω = 1.575. There
are 8 closed tori in the figure. The torus loses its smooth ness and breaks with the increasing
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frequency gradually, and the quasi-periodic motion degenerates to phase lock when the frequency
increases to ω = 1.583. The diagram of Poincaré mapping is illustrated in Fig. 5g as ω = 1.59.
The phase lock degenerates to the period-8 motion when the frequency increases to ω = 1.6016.
The period-8 motion goes to chaotic motion by period-doubling bifurcation with an increase in
the frequency. The diagram of Poincaré mapping is illustrated in Fig. 5h as ω = 1.845. The
phase lock appears again when the frequency increases to ω = 1.85. The diagram of Poincaré
mapping is illustrated in Fig. 5i as ω = 1.85 and it degenerates to period-28 motion when
the frequency increases to ω = 1.889. Hopf bifurcation occurs when the frequency increases to
ω = 1.921 and it leads the period-28 motion to a quasi-periodic motion. The diagram of Poincaré
mapping is illustrated in Fig. 5j as ω = 1.94. There are 2 closed tori in the figure. The stability
of the quasi-periodic motion is lost with an increase in the frequency, and the phase lock appears
when the frequency increases to ω = 1.976. The diagram of Poincaré mapping is illustrated in
Fig. 5k as ω = 1.98. The phase lock evolves into period-8 motion when the frequency increases
to ω = 2.0799. Hopf bifurcation occurs when the frequency increases to ω = 2.12 and it leads the
period-8 motion to quasi-periodic motion again. The diagram of Poincaré mapping is illustrated
in Fig. 5l as ω = 2.14. There is a closed torus in the figure. Inverse-Hopf bifurcation occurs
when the frequency increases to ω = 2.1587 and the quasi-periodic motion degenerates to stable
period-1 motion. The period-1 motion exists in a wide region.

The system exhibits complicate dynamical characteristics with an increase in the frequency as
above all. Saddle-node bifurcation, Hopf bifurcation, inverse-Hopf bifurcation, period-doubling
bifurcation, grazing and so on take place in the process of change of the frequency. Grazing occurs
in many areas such as the tooth surface, tooth back and the bearing. The phase trajectory of
the system is changed but the number of periodic motion is not changed by the bearing grazing.
Not only the phase trajectory but also the number of the periodic motion is changed by grazing
at the tooth surface and the tooth back, probably. The gear-rotor-bearing system is a multi-
-clearance nonlinear system. Clearances exist in the tooth back and the contact surface of the
bearing. This may lead to grazing motion in different regions. But the stable simplicity periodic
motion can be found in the gear-rotor-bearing system according to the above analysis when
the frequency is taken to a reasonable value. The motion of the system remains stable period-1
motion when the frequency is in the range of ω ∈ [0.602, 0.9747] and ω > 2.1587.

3.2. Effect of the time-varying stiffness

The bifurcation diagram of the relative displacement via the amplitude of the time-varying
stiffness k is illustrated in Fig. 6 when the values of dimensionless parameters are taken from
Table 3 and ω = 1.05. The motion of the system is a long-periodic motion when the amplitude of
the time-varying stiffness is k < 0.1032 as shown in Fig. 6. The long-periodic motion evolves into
quasi-periodic motion by Hopf bifurcation when the amplitude of the time-varying stiffness is
k = 0.1032. The quasi-periodic motion degenerates to long-periodic motion again when the am-
plitude of the time-varying stiffness increases to k = 0.1173. The long-periodic motion degenera-
tes to quasi-periodic motion by Hopf bifurcation again when the amplitude of the time-varying
stiffness increases to k = 0.1332. Two tori in these two quasi-periodic motions are irregular
and the irregularity leads the quasi-periodic motion unstable. The motion of the system shocks
between the long-periodic motion and the quasi-periodic motion when the amplitude of the
time-varying stiffness k exists in the range of [0.1332, 0.2556]. The motion of the system moves
to period-10 motion by inverse-Hopf bifurcation as k = 0.2556. The phase portrait and diagram
of Poincaré mapping are illustrated in Fig. 7a as k = 0.26. There are 10 discrete points. which
implies that the motion of the system is stable period-10 motion. Grazing occurs in two be-
arings and it makes the phase trajectory of the system change. Phase portraits of the grazing
are illustrated in Fig. 7b and Fig. 7c. The phase portrait and diagram of Poincaré mapping after
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grazing is illustrated in Fig. 7d as k = 0.28. The periodic motion trajectory is changed slightly
but the motion property is not changed by the grazing comparing Fig. 7a to Fig. 7d. It is said
that the grazing of the bearing makes the motion trajectory change only. Grazing occurs in the
reverse direction of two bearings simultaneously. It implies that grazing is caused by the lean
of the shaft in the meshing process, probably. The motion of the system is possibly changed by
the assemblement precision of the gear system and the lean of the shaft in the movement. The
high assemblement precision of the gear system is used to obtain high movement stability in the
meshing in practical engineering.

Fig. 6. Bifurcation diagram of system via the amplitude of the time-varying stiffness

Fig. 7. Phase portraits and diagrams of Poincaré mapping: (a) k = 0.26, (b) k = 0.272, phase portrait,
grazing in the bearing; (c) k = 0.272, phase portrait, grazing in the bearing; (d) k = 0.26. Here, the
diagram of Poincaré mapping is represented by × and the blue line represents the grazing boundary

The motion of the system exhibits nonlinear characteristics when the stiffness is small but a
stable periodic motion can be obtained as the stiffness is large when other parameters are the
same. The quench is used to improve the meshing stiffness. High meshing stiffness is used to
obtain stable periodic motion in practical engineering.

3.3. Effect of the bearing clearance

The bearing clearance Db has an essential influence on the dynamical behavior of the gear-
-rotor-bearing system. The bifurcation diagrams of the relative displacement via the bearing
clearance Db are illustrated in Fig. 8 when the values of dimensionless parameters are taken
from Table 3 and ω = 1.05. Figure 8a is the bifurcation diagram of the system for the increasing
bearing clearance and Fig. 8b is the bifurcation diagram of the system for the decreasing bearing
clearance.
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Fig. 8. Bifurcation diagrams of system via the bearing clearance, Db = [0.1, 0.6]: (a) with the increasing
of the bearing clearance; (b) with the decreasing of the bearing clearance

The motion of the system is stable period-1 when the bearing clearance is lower than 0.132 as
shown in Fig. 8a. Hopf bifurcation leads the period-1 motion to quasi-periodic motion when the
bearing clearance increases to Db = 0.132. It is a closed limit torus in the diagram of Poincaré
mapping. The smoothing of the limit torus loses gradually, the distortion and breakage occur.
The motion of the system evolves into period-4 motion when the bearing clearance increases.
The period-4 motion evolves into quasi-periodic motion by Hopf bifurcation when the bearing
clearance increases to Db = 0.1815. It is an irregular closed limit torus. The irregularity of the
closed limit torus directs the motion of the system unstable. The motion of the system shocks
between the periodic motion and quasi-periodic motion in the region of Db ∈ [0.23, 0.295]. The
quasi-periodic motion evolves into period-13 motion when the bearing clearance increases to
Db = 0.261. The period-13 motion changes to quasi-periodic motion when the bearing clearance
increases to Db = 0.272. The quasi-periodic motion evolves into period-9 motion when the
bearing clearance increases to Db = 0.294. The motion of the system shocks between the periodic
motion and quasi-periodic motion in the region of Db ∈ [0.321, 0.413]. The motion of the system
evolves into period-5 motion by the phase lock when the bearing clearance is greater than 0.413.
The periodic motion evolves into quasi-periodic motion when the bearing clearance increases
to Db = 0.4798 but it exists in a narrow region. It degenerates to period-5 motion again when
the bearing clearance increases to Db = 0.484. The phase lock occurs again when the bearing
clearance increases to Db = 0.5618.

There is a coexistence of attractors in the region of Db ∈ [0.3935, 0.5612] according to Fig. 8.
The diagrams of Poincaré mapping are shown in Fig. 9 for Db = 0.4, 0.44, 0.5, 0.52, respectively.
Different colors represent different attractors of the coexistence. The red one represents the
attractor with the increasing bearing clearance and the black one represents the attractor with
the decreasing bearing clearance. The coexistence of attractors for periodic motion and phase
lock, periodic motion and quasi-periodic motion, periodic motion and periodic motion and so
on in the region is discovered.

The bearing clearance affects the nonlinear dynamic behavior of the system. The motion
of the system is stable when the value of the bearing clearance is small, and it is complicated
when the clearance is big according to the analysis above. The motion of the system is stable
period-1 motion when the bearing clearance is less than 0.12. The motion of the system is stable
periodic motion but there is coexistence of attractors when the bearing clearance is in the region
of Db ∈ [0.41, 0.5]. This coexistence means strong nonlinear characteristics because the motion
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Fig. 9. Diagrams of Poincaré mapping: (a) Db = 0.4, (b) Db = 0.44, (c) Db = 0.5, (d) Db = 0.52. Here,
red color represents the diagram of Poincaré mapping with the increasing bearing clearance and black

color represents the one with the decreasing bearing clearance

form will change with a change in the initial value. A small value of the bearing clearance should
be selected to obtain stable motion of the gear system. The bearing clearance should be selected
as 40%-50% of the backlash if the small bearing clearance can not be obtain by manufacturing
precision. Noise and vibration increase when the degree of wear reaches a certain degree in
engineering practice. Big bearing clearance causes strong impact and vibration because of wear
of rolling elements. So a small bearing clearance should be selected and the worn bearing should
be replaced to decrease the impact and vibration and increase the stability of the system.

3.4. Effect of the comprehensive transmission error and backlash

The bifurcation diagrams of the relative displacement versus the amplitude of the compre-
hensive transmission error ε are illustrated in Fig. 10a. The values of dimensionless parameters
are taken from Table 3 and ω = 1.05. The motion of the system is stable period-5 when the
amplitude of the comprehensive transmission error is less than 0.7316 as shown in Fig. 10a.
There are 5 discrete points in the diagram of Poincaré mapping. The periodic motion evolves

Fig. 10. Bifurcation diagrams of the system: (a) vs. the transmission error, (b) vs. backlash

into chaotic motion when the amplitude of the comprehensive transmission error increases to
ε = 0.7316. The motion of the system shocks between the long-periodic motion and chaotic
motion with the increasing amplitude of the comprehensive transmission error. The region of
the long-periodic motion becomes narrow and the region of the chaotic motion becomes wide
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with a gradual increase in the amplitude of the comprehensive transmission error. The motion
of the system is chaotic in this region. The morphology of the chaotic motion change when the
amplitude of the comprehensive transmission error increases to ε = 1.4108.

The motion of the system becomes instable with an increase in the amplitude of error (com-
prehensive transmission error of the system). Chaotic motion, shock of chaotic motion and
periodic motion occur with an increase in the amplitude of the error, and the instability of the
system becomes worse. The motion of the system preserves stable when the value of the ampli-
tude of the error is low. So the manufacturing and assemblement precision of the gear should be
improved to obtain stability of the system.

The bifurcation diagram of the relative displacement versus the backlash D is illustra-
ted in Fig. 10b. The motion of the system is period-8 when the backlash is in the region of
D ∈ [0.2004, 0.5154]. There are 8 discrete points. The motion of the system is chaotic when the
backlash is less than 0.2004 and greater than 0.5154. Backlash is an important factor to lead
the motion of the system to chaos. Chaos is caused by rattling when the backlash is small, and
it is caused by impact when the backlash is big. So a reasonable backlash must be selected to
improve the stability of the gear system.

4. Conclusion

A nonlinear dynamic model of a gear-rotor-bearing system is established when the time-varying
stiffness, tooth surface friction, backlash, bearing clearance and the comprehensive transmis-
sion error are considered. The effects of frequency, backlash, bearing clearance, comprehensive
transmission error and stiffness on dynamic characteristics of the system are analyzed. Some
conclusions can be drawn according to the analysis.

Firstly, there are some complicated nonlinear phenomena such as grazing bifurcation, quasi-
-periodic bifurcation, chaos and coexistence of attractors in the system. Stable periodic motion
can be obtained by low backlash, bearing clearance, comprehensive transmission error, high
manufacturing and assemblement precision of the gear and mesh stiffness.

Secondly, the phase trajectory and the number of periodic motion can be changed by the
grazing at the tooth surface and the tooth back. Different kinds of grazing motions may be
produced by clearances existing in the gear back and the contact surface of the bearing. But a
stable periodic motion can be obtained when the frequency is taken to a reasonable value.

Finally, the phase trajectory of the system should be changed but the number of the periodic
motion can not be changed by the bearing grazing. A small value of the bearing clearance should
be selected to obtain stable motion of the gear system. Sometimes, grazing occurs in the reverse
direction of two bearings simultaneously. This means that the grazing is caused by the lean of
the shaft in the meshing process. The motion of the system is changed by the assemblement
precision of the gear system and the lean of the shaft in the movement. High assemblement
precision of the gear system should be secured to obtain high movement stability of the meshing
in the engineering practice.
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In this paper, four coarse-graining (CG) models are proposed to accelerate molecular dyna-
mics simulations of FCC metals. To this aim, at first, a proper map between beads of the
CG models and atoms of the all-atom (AA) system is assigned, afterwards mass of the beads
and the parameters of the CG models are determined in a manner that the CG models and
the original all-atom model have the same physical properties. To evaluate and compare
precision of these four CG models, different static and dynamic simulations are conducted.
The results show that these CG models are at least 4 times faster than the AA model, while
their errors are less than 1 percent.

Keywords: accelerated molecular dynamics, coarse-grain models, FCC metals, EAM po-
tential

1. Introduction

One of the important challenges of working at the nanoscale is to analyze materials properties.
Because experimental researches in characterization and analysis of materials characteristics
at nano-scale are significantly expensive, improvement of theoretical modeling methods is an
in-progress research field. Also, there are some important subjects which experimental setups
and techniques cannot capture. On the other hand, it seems necessary to assess the system
behavior and amend the experimental setup based on the results of modeling and simulation
techniques before any practical attempt. Consequently, computational modelling techniques,
with their great potential to model and predict atomic features of nano-structures, entice the
interest of many researchers in nanotechnology. The necessity for this predictive capability has
empowered computational modeling and simulation methods to become an important component
for inspecting phenomena in different nano-scale engineering applications. The most popular
computational methods used in simulations at micro and nano scales are classic and non-classic
continuum theories (Chandramouli, 2014), molecular dynamics (MD) (Leach, 2001; Muc, 2011)
and Monte-Carlo (Berg, 2005; Samani and Pourtakdoust, 2014). Molecular dynamics (MD) is
a powerful technique in the computational study of nano-scale structures and processes, which
can provide data on the time dependent performance of a molecular system.
Augmented by quantum mechanical computations of interatomic potentials that explain

the interaction of atoms, molecular dynamics can model behavior of a variety of materials
with all-atom detail. However, the all-atom (AA) molecular dynamics method is not able to
model many phenomena because it is practically limited to system sizes less than a few tens
of nanometers and simulation times less than a few hundreds of nanoseconds (Chen et al.,
2011). These restrictions have attracted a lot of attention in the development of techniques
to accelerate molecular dynamics simulations. To accelerate long-time molecular simulations,
different methods including increasing the integration time step, reducing the computational cost
per step, or combinations of these methodologies have been developed (Poursina and Anderson,
2014). These improvements may be achieved through clustering atoms to make a larger rigid
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bead or by employing continuum theories in combination with atomistic modeling. Totally, there
are two main schemes for accelerating molecular dynamics simulations: multi-scale modeling
(Cranford and Buchler, 2010; Park and Klein, 2007; Jovanovic and Filipovic, 2006) and coarse-
-graining (CG) methods (Ouldridge, 2012; Yang and Ou, 2014; Hedrich and Hedrich, 2010).

As noted by Yang and To (2015), numerous multiscale techniques have been proposed to
achieve the accuracy of full atomistic simulations with a reduced computational cost (Tadmor et
al., 2013; Burbery et al., 2017). These methods couple atomistic and continuum models to link
different spatial and time scales from nanometer and femtosecond to meter and second (Paćko
and Uhl, 2011; Karma and Tourret, 2016).

FCC metals are commonly used in MEMs/NEMs systems as a main material. Although there
exists a lot of researches employing the molecular dynamics technique for the modeling of FCC
metals (Pishkenari and Meghdari, 2010; Lao et al., 2013; Pishkenari, 2015), faster techniques
with enough accuracy are highly demanded for modeling these metals (Park and Klein, 2007;
Oren et al., 2016).

In this paper, we have proposed four effective CG models based on the first technique intro-
duced in the previous paragraph, for simulation of FCC metals. To this aim, at first, the proper
atomic structure is defined and based on this new atomic structure, mass of the beads is deter-
mined. Then, the potential parameters are determined in a manner that the original model and
the coarse-grained models have the same physical properties like cohesive energy, bulk modulus
and elastic constants. After developing CG models, the bulk properties of an FCC metal such
as elastic constants, bulk modulus and potential energy are determined and compared with the
results of the AA model. As a case-study, to show the speed and accuracy of the developed
coarse-graining models in prediction of mechanical properties of nano-scale systems, we have
studied longitudinal and transversal vibrations of nanowires. The results demonstrate that the
error of the CG models is reduced when the surface effects decrease.

The main goal of this paper is introduction of a novel coarse-grain model in order to accelerate
the molecular dynamics simulations. The way of implementing these methods for modeling of
nanowires are as same as using the molecular dynamics method with few changes. Owing to
decreasing the number of beads in these methods, nanowires of larger size can be modeled with
better accuracy compared to the Finite Element model. As an example, the error of calculating
the natural transversal frequency among the all-atom model and one of the CG model is less than
0.6 percent for a nanowire with 65.28 nm length and 13.056 nm thickness while it is 4 times faster.
Hence, these CG models are faster than the Molecular Dynamics method and more accurate
than the Finite Element method. The rest of the paper is organized as follows. In Section 2, four
CG models for analyzing FCC metals are introduced. In that Section, proper mapping, mass of
beads and potential parameters are developed. In Section 3, size-dependency of the proposed
models is investigated by various static and dynamic simulations. The last Section is devoted to
concluding remarks.

2. Proposed CG method

The term “coarse graining” is used for methods based on replacing some atoms with one bead
in order to reduce the number of degrees of freedom. Since the number of degrees of freedom
in a CG model is significantly lower than in the main atomic system, simulation of the CG
system needs considerably less computational resources; consequently, the simulation time and
the system size can be substantially decreased (Cascella and Dal Peraro, 2009; Marrink et al.,
2007).

To develop a CG model for analyzing FCC metals, three steps must be done. At first, the
location of the beads must be assigned. After choosing a proper atomic structure, the mass of
the beads is specified and, finally, inter-atomic potential parameters are determined.
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2.1. Mapping

One way to arrange the locations of beads is to choose an FCC crystalline structure as the
CG model having a different lattice constant in comparison with the main atomic structure. In
this way, a new FCC metal is made of the representative beads. Herein, the lattice constant of
the CG model is set as twice of the lattice constant of the AA model, i.e. aCG = 2aAA, where
aAA and aCG are respectively the lattice constants of the AA and CG models. Figure 1 shows
this mapping for a cubic structure with an edge of 2aAA.

Fig. 1. 3-D display of (a) the AA model and (b) the CG model

The number of the beads in the resultant CG structure is about one-eighth of the number
of atoms in the original structure. It should be mentioned that all of the four CG models have
the same arrangement of the beads. After introducing the proposed mapping, the mass of the
beads must be specified.

2.2. Mass of beads

By calculating contributions of each atom to the assigned beads, the mass of the beads can
be determined. At first, we describe how the mass of the internal beads, named as bulk beads,
can be calculated. Based on the structure of the CG and AA models, there is an atom that is
in the same place where the bead is and its entire mass contributes to the corresponding bead.
There are also 12 atoms surrounding the bead with a distance (

√
2/2)aAA from the bead and

being shared with another bead equally. Also, there are 6 atoms with distance aAA from the
bulk bead each of which are shared among 6 beads. Consequently, the mass of the bulk bead
can be calculated as below

Mbulk =
(
1 + 12 · 1

2
+ 6 · 1

6

)
matom = 8matom (2.1)

where matom is the atomic mass of the FCC material. In addition to bulk beads, there are other
new beads including surface beads, edge beads and corner beads.
For the surface beads, there is an atom at the same place where the bead is. There are

8 atoms at the distance (
√
2/2)aAA from the surface bead each of which is shared between two

beads. There are also 4 atoms on the surface with the distance aAA from the surface bead, and
they are shared among 5 beads. Also there exists one atom of the system with the distance aAA
from the surface bead that is shared among 6 beads. So the mass of the surface bead can be
calculated as follows

Msurface =
(
1 + 8 · 1

2
+
1

6
+ 4 · 1

5

)
matom =

179

30
matom ≈ 5.97matom (2.2)

The number of atoms with the distance (
√
2/2)aAA from the edge bead is 5, and each of

them is shared between two beads. There are 4 atoms with the distance aAA from the edge bead.
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Two of them are on the surface and are shared among 4 beads while the remaining atoms are
shared among 5 beads are at the edge. By noticing one atom at the same place where the edge
bead is, the mass of the bead is calculated as follows

Medge =
(
1 + 5 · 1

2
+ 2 · 1

4
+ 2 · 1

5

)
matom = 4.4matom (2.3)

The mass of the corner bead can be calculated as follows. There are 3 atoms that are shared
between two beads with the distance (

√
2/2)aAA from each atom. There are also 3 atoms with

the distance aAA from the corner bead, and each of them are shared among 4 beads. Hence, the
mass of the corner bead is obtained as follows

Mcorner =
(
1 + 3 · 1

2
+ 3 · 1

4

)
matom = 3.25matom (2.4)

In addition to the four aforementioned beads, there are some new beads with different atomic
neighborhood. To determine the mass of these new beads, a system is created with both AA and
CG structures. Then all of atoms with the distance which is equal or less than one lattice constant
from each bead are determined. Also, the number of beads, inheriting from each atom, must
be calculated. With this data, mass allocation for each bead can be computed and used in MD
simulations. LAMMPS software (Plimpton, 1995) is used as the main solver in our simulations.

Fig. 2. Eight types of beads in the last CG model: (a) one corner of a nanowire which can be zoomed in
to display different bead types, (b) a cubic box on the corner of the nanowire with the edge of 2aCG (all
types of beads are shown in this part of figure simultaneously), (c) external layer of the beads of the
corner, (d) the first internal layer of the beads of the corner, (e) the second internal layer of the beads of

the corner

By using the mentioned algorithm, 8 types of beads are obtained (Fig. 2). Four of them are
previously mentioned as the bulk, surface, edge and corner beads. The rest of them is as follows:

• Beads shared between the surface and corner: these beads are on the surface with the
distance aAA from the corner and their mass is MSC = 6.0667matom .

• Beads shared between the surface and edge: there are beads with mass of MSE =
6.0167matom . These beads are on the surface with the distance aAA from the edge.
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• Beads shared between the bulk (internal material) and edge: these internal beads have the
distance aAA from the edge and their mass is MBE = 8.0667matom .

• Beads shared between the bulk and surface: these internal beads have the distance aAA
from the surface and their mass is MBS = 8.033matom .

Currently, we can introduce 4 CG models based on the mass assignment. Table 1 lists the
specifications of these CG models. Although the second and third coarse-graining methods have
the same mass assignments, their potential parameters are different (see the next Section).

Table 1. Four different CG models

CG model Mass assignment

CG1 One bead type: Mbulk = 8matom

CG2
Four bead types: Mbulk = 8matom , Msurface = 5.9667matom ,

Medge = 4.4matom , Mcorner = 3.25matom

CG3
Four bead types: Mbulk = 8matom , Msurface = 5.9667matom ,

Medge = 4.4matom , Mcorner = 3.25matom

CG4

Eight bead types: Mbulk = 8matom , Msurface = 5.9667matom ,
Medge = 4.4matom , Mcorner = 3.25matom , MSC = 6.0667matom ,
MSE = 6.0167matom , MBE = 8.0667matom , MBS = 8.033matom

In this Section, we have introduced 8 types of beads which was developed for a cubic system.
In the next Section, the potential parameters are determined for the CG models.

2.3. Potential parameters

The most widely used potential for the modeling of FCC metals is EAM (Zhou et al., 2004).
In this potential, the total potential energy can be expressed as

E =
1

2

∑

i,j, i6=j

ϕij(rij) +
∑

i

Fi(ρi) (2.5)

This potential model has two parts. The first part is ϕij that is known as pair energy between
atoms i and j, and the second part is embedding energy Fi(ρi) that describes the effect of
electron density ρi. The electron density can be obtained as below

ρi =
∑

i, j 6=i

fi(rij) (2.6)

where fi(rij) is the electron density produced by atom j at the position of atom i.

Herein, at first, the potential parameters for the first model (CG1) is introduced. For the
first model, each bead is representative of eight atoms, hence the cohesive energy per bead in
the CG model should be 8 times bigger than the cohesive energy per atom in the AA model.
Consequently, to have the same potential energy for both CG1 and AA models at any arbitrary
point, the potential energy obtained from Eq. (2.5) for the first CG model, must be multiplied
by 8 to reproduce the correct potential energy.

On the other hand, since the lattice constant of the CG models is aCG = 2aAA, the distance
between beads is also twice the distance between atoms. Thus, every part of the potential which
is a function of distance, must be modified to be a function of distance divided by 2. Totally,
the potential function for the first CG model, can be represented as follows

ϕCG1(rij) = 8ϕAA
(rij
2

)
ρCG1(rij) = ρAA

(rij
2

)
FCG1(ρi) = 8FAA(ρi) (2.7)
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For the second CG model, the mass assignment for the beads is different from the first
CG model; however, the potential parameters for these models are considered to be the same.
For the third and fourth CG models, the potential parameters are modified based on the mass
proportions. This means that each bead is not necessary representative of 8 atoms, and only
bulk atoms are representative of eight atoms and other beads are representative ofMbead/matom
atoms. Therefore, it is reasonable to replace number 8 in Eq. (2.7) with Mbead/matom as follows

ϕ(CG1)(rij) =
Mbead
matom

ϕAA
(rij
2

)
ρCG1(rij) = ρAA

(rij
2

)

FCG1(ρi) =
Mbead
matom

FAA(ρi)

(2.8)

For this model, a different pairwise potential is required for calculating the interaction be-
tween two different beads. So, the EAM potential relation for alloys can be used (Zhou et al.,
2004), which has the following relation

ϕab(r) =
1

2

[ρb(r)
ρa(r)

ϕaa(r) +
ρa(r)

ρb(r)
ϕbb(r)

]
(2.9)

Equation (2.9) shows the pairwise potential function for alloys a and b. Since electron density is
equal for all beads, the average of the two pairwise potential function should be considered for
the interaction between two beads.
Thus, in this paper, four different CG models which have the following specifications are

considered:

1. CG1: one type of bead,

2. CG2: four types of beads having four different mass values while using the same potential
parameters,

3. CG3: four types of beads having four different mass values and potential parameters tuned
based on the mass of the beads,

4. CG4: eight types of beads having eight different mass values and potential parameters
tuned based on the mass of the beads.

After introducing the CG models, the validity of them must be checked. For this purpose, bulk
simulations such as calculating elastic properties are performed firstly. In our simulations, gold
is studied as one of the FCC metals. To simulate a bulk material, periodic boundary conditions
are used in three dimensions to remove the effect of boundaries. A cubic central box with an
edge length of 10aAA is considered. Our goal is to compare the total potential energy, bulk
modulus and elastic properties obtained from the CG models with those obtained from the AA
method and experiment (Simmons and Wang, 1971). For evaluating the elastic constants, a
specified strain is applied to the system and stress changes caused by the strain are measured.
By dividing the stress changes by strain, different elastic constants are calculated. Generally,
a material has 36 elastic constants; however, for FCC metals, due to symmetry, there are only
three different elastic constants. As can be expected, our simulation results demonstrate that all
CG models predict the bulk properties exactly as same as the AA model. In fact, all of the CG
models behave completely similar, since for the bulk materials there exists only one bead type.
Therefore, all CG models are appropriate for the modeling of the bulk FCC materials.
In the following Section, some static and dynamic simulations are performed so as to check

the size-dependency of these models. To this aim, in different nanowires, the natural frequency
of longitudinal and transversal vibrations by employing these models is calculated. Then the
results are compared with the results of the AA model. Investigation of how accurate these CG
models can predict the mechanical properties of an FCC metal having free surfaces is studied
in the next Section.
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3. Case study

In this Section, the accuracy of the CGmodels in the prediction of mechanical properties of small-
-size nanowires is examined. To this aim, Young’s modulus in static longitudinal deformation
and the natural frequency in longitudinal and transversal vibrations of nanowires are studied.
Figure 3 depicts a gold nanowire with clampled-free boundary conditions.

Fig. 3. A gold nanowire. Three zones are recognizable at each setup: the boundary zone having a
length 2aAA (shown by black color), moving zone having a length aAA (shown by yellow color), and the

excitation zone displayed in red color

3.1. Longitudinal deformation

Herein, Young’s modulus through static analysis is calculated and the size effect on the
accuracy of 4 CG models is investigated. Then, longitudinal vibrations of the nanowire are
studied.

3.1.1. Calculating Young’s modulus

Young’s modulus is calculated based on the potential energy changes followed by strain
changes. For this purpose, five different strains are applied to the nanowire, and variations of
the potential energy per unit volume are calculated for these strains as follows

∆u =
1

2
Eε2 (3.1)

where ∆u stands for potential energy changes per volume, E is Young’s modulus and ε is the
strain. By fitting a quadratic curve to the data, Young’s modulus is calculated. Figure 4 shows
the results for a gold nanowire with 56aAA in length and 14aAA in thickness.
According to the relative error of the CG models, the most accurate model is the fourth

model, which is predictable due to more corrections applied to bead masses and potential pa-
rameters in this model. Furthermore, as it is expected, the errors of the first and second CG
models are the same. In fact, in static simulations, the mass distribution plays no significant
role, and the difference between the first two models and two other models is only because of
the distinct potential parameter of the beads. Next, Young’s modulus is calculated for different
sizes of nanowires and the accuracy of these 4 CG models is examined.
Nanowires with thickness of 14aAA and with various lengths are considered for checking the

effect of length. The length of these nanowires varies from 4 to 10 times larger than their thick-
nesses. The results of these simulations show that the error of the CG models is approximately
constant for different lengths. Since there is no change in the surface effects by changing length
of the nanowire, it is expected that the error of the models does not change significantly with
variations of the length.
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Fig. 4. Variations of the potential energy per volume with respect to strain for a gold nanowire with
length of 56aAA and thickness of 14aAA

Thickness is another size parameter influencing the error of the models. The nanowire length
is set to be 8 times larger than its thickness. The results depict that the error of the CG models
in the prediction of Young’s modulus decreases as the nanowire thickness increases. The reason
for this behavior is that the surface effects decrease as the nanowire thickness increases. The
first and second models use the same potential parameters. Nevertheless, their mass assignments
are different. Therefore, it is expected that their behavior in the static and dynamic simulations
are similar and different, respectively. Since in this Section a static simulation is performed, the
results of these two methods are the same.

3.1.2. Calculating the natural frequency of longitudinal vibration

Here we aim at the investigation of the size effect on the exactness of the proposed CG
models in the estimation of the dynamic behavior of the nanowires in longitudinal vibrations.
In this regard, the effect of length, thickness, and the scaling parameter on the first longitudinal
vibrational frequency of the clamped-free gold nanowire is studied. The details of simulation
setup are explained as follows:

• After minimization, two lattices (one lattice in the CG models) at one end of the nanowire
are fixed and temperature of the nanowire is maintained at 0.01K employing the Nosé-
-Hoover thermostat (Nosé, 1984; Hoover, 1985). It should be mentioned that the higher
the temperature of the system is, the greater its kinetic energy is, that may yield incorrect
results. Therefore, the nanowire temperature is controlled at 0.01K.

• The other end of the nanowire is displaced with a constant speed. This displacement is
about 1% of the nanowire length to avoid nonlinearity and plastic deformation.

• Then the excited atoms are fixed (at a new position), and temperature of the nanowire is
controlled at 0.01K.

• At the last stage, the end of the nanowire is released to vibrate freely. The corresponding
frequency of longitudinal vibrations can be calculated by fitting a sinusoidal function to
its end-point displacement (Pishkenari et al., 2015, 2016).

Figure 5 shows the x position of the nanowire free end for a nanowire with length of 80aAA
and thickness of 20aAA. According to Fig. 5, all CG methods similar to the AA model pre-
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dict oscillating behavior for motion of the nanowire free end. The natural frequencies that are
calculated from Fig. 5 are listed in Table 2.

Fig. 5. Position x of the nanowire free end in the fourth step of simulation. The nanowire length and
thickness are 80aAA and 20aAA, respectively

Table 2. Natural frequency of longitudinal vibrations for the proposed CG models and the
relative error in the estimation of the natural frequency in addition to computation time

AA CG1 CG2 CG3 CG4

Longitudinal natural
75.4 74.8 77.1 75.1 75.1

frequency [GHz]

Relative error [%] — 0.80 2.3 0.40 0.40

CPU time [s] 15356 2021 3666 3832 3917

Based on the relative error of the CG models, the most accurate models are the third and
fourth ones. Despite the fact that we expect the error of the second model to be smaller than
the first one, the first model is more accurate in this simulation setup. It should be mentioned
that the error of the CG models highly depends on the nanowire thickness, and the dependency
is different in four CG models. It is worthy to note that functionality of the first, third and
fourth CG models on the size parameters of the nanowire is nearly similar (where always the
third and fourth models are more precise than the first one), but behavior of the second model
is completely distinct. In fact, for a considerable range of nanowire thickness, the second model
may give less exact results with respect to the first model (follow the next Sections).

Further simulations are done to investigate the effect of the size parameters on the error of
the CG models. Length, thickness and scale parameter are the three size parameters that their
effects are studied in this Section.

Length effect: In the simulations, the nanowire length is changed from 48aAA to 120aAA
while its thickness is set as 12aAA. The results show that the nanowire length does not influence
the accuracy of four CG models. This behavior is due to the fact that the surface effects do not
significantly change with the nanowire length. A striking point observed in this figure is that at
this nanowire thickness the second model is the most precise one.
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Thickness effect: Figure 6 illustrates the effect of thickness on the precision of the CG models.
In Fig. 6a, the nanowire thickness is varied from 8aAA to 20aAA and its length is set to be 10 times
larger than its thickness. In Fig. 6b, the nanowire length is set to be 100aAA and its thickness
is varied from 8aAA to 20aAA.

Fig. 6. Error of the estimated longitudinal first natural frequency of the gold nanowire for different CG
models: (a) length of the nanowires is 10 times larger than its thickness, (b) nanowire length

is set as 100aAA

Based on Fig. 6, the error of the CG models in the prediction of the longitudinal natural
frequency decreases to zero by increasing thickness of the nanowire. The reason for this behavior
is that the surface effects reduce as nanowire thickness increases. It should be noted that the
second model cannot properly predict the natural frequency for nanowire thicknesses over 14aAA.
In this model, the exterior beads have different masses with respect to the interior beads, while
the potential parameters of all beads are the same. Due to limitations in computational facilities,
simulations of larger nanowires are not possible in this work. However, for larger thickness, it is
expected that the error of the second model converges to zero because all coarse-grained models
behave similar to bulk materials.

Scale parameter effect: To examine another effect of nanowire size on the accuracy of the
CG models, a nanowire with length of 40aAA and thickness of 8aAA is considered as the base
nanowire, and all of its dimensions are multiplied by a scale parameter. The results show that the
frequency error decays to zero for three of the CG models. It should be noted that the surface-
-to-volume ratio reduces as the nanowire size increases, hence the surface effects should vanish
for larger values of the scale parameter. For the second CG model, at first the frequency error
descends from positive values to negative values and then it ascends gradually. It is expected
that the error of the second model eventually converges to zero for larger values of the scale
parameter because the bulk simulations proved that all of the CG models behave as same as
the AA model. It should be mentioned that our computational facilities limit our simulations to
scale parameter 4.

3.2. Transversal vibrations

In this Section, transversal vibration of the nanowire is investigated. The nanowire free end
is displaced and released in the z direction. By fitting a sinusoidal function on motion of this
point in the direction of excitation, the transversal natural frequency is measured (Pishkenari et
al., 2016). The initial displacement of the beam is equal to 1% of the total nanowire length to
avoid large-displacement nonlinear effects. Herein, we will examine the effect of nanowire length
and thickness as well as the scale parameter on the accuracy of four CG models.
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Length effect: for investigating this effect, a nanowire with thickness of 16aAA is conside-
red and its length is varied from 64aAA to 160aAA. As previously discussed, the surface effect
does not change with variation of the nanowire length, hence the error of the models remains
approximately constant as the nanowire length is altered in these simulations.

Thickness effect: in this Section, the effect of nanowire thickness is studied. The thickness of
the nanowire varies from 8aAA to 20aAA. The length of the nanowire for simulations in Figs. 7a
and 7b are set to be 10 times larger than the nanowire thickness and 100aAA, respectively.

Fig. 7. The error of 4 CG models in estimating the transversal natural frequency as a function of
nanowire thickness: (a) length of the nanowire is 10 times larger than its thickness, (b) nanowire length

is set to be 100aAA

Increasing the thickness decreases the surface effect and, therefore, the error of the CG
models decays to 0. It should be noted that the error of the first and second CG models does
not converge to zero at this thickness interval. However, based on the results of bulk materials,
it is expected that the error of these models eventually converges to zero for larger values of the
nanowire length whose simulation is beyond capability of our computational resources.

The scale parameter effect: the effect of the scale parameter on the accuracy of the CG
models is investigated here. The base nanowire in these simulations has length of 40aAA and
thickness of 8aAA. According to the results, the error of the CG models at first descends from
positive values to negative values and then slowly ascends. As the nanowire size increases, its
properties become closer to behavior of the bulk material. Consequently, the error of the CG
models should eventually converge to zero for larger values of the scale parameter. Totally, the
third and fourth models have the least error. In this part, the natural frequency of a nanowire
with 160aAA in length and 32aAA in thickness is evaluated. The AA model for the nanowi-
re has more than 670000 atoms, however, the CG model of the nanowire has less than 90000
beads. According to the dimension of the nanowire, approximately 3 million steps are needed
to calculate the natural transversal frequency of the nanowire. It causes a seventeen-day si-
mulation for the AA model. Our model can decrease the time to about 4 days while its error
is less than 0.6%. When nanowire size rises, not only the number of the beads increases, but
also steps of simulations go up. Hence, evaluating the natural frequency for a larger-size na-
nowire by the AA model is very time-consuming and it is not possible for us to compare our
results for larger-size nanowires. Nevertheless, the CG models are capable of modeling these
nanowires.
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4. Conclusions

In this paper, 4 different CG models are introduced:

1. CG model with one type of bead and one type of potential parameter.

2. CG model with four types of bead and one type of potential parameter.

3. CG model with four types of bead and four types of potential parameter.

4. CG model with eight types of bead and eight types of potential parameter.

To reveal the ability of the CG models for reproduction of results of the original atomic
system, we have conducted different simulations. At first, it is shown that these models can
predict behavior of the bulk material, including elastic constants, bulk modulus and potential
energy, exactly as same as the AA model. Then we have applied longitudinal and transversal
displacements to the free end of a nanowire and compared Young’s modulus as well as the longi-
tudinal and transversal vibrational frequency of the CG models with the AA model. The results
exhibit that the CG models can properly estimate the results of the AA model. Nevertheless,
the accuracy of the proposed CG models in calculating mechanical properties of the nanowire
highly depends on the nanowire size.

Totally, among four proposed CG models, the error of the second model highly and nonli-
nearly depends on the nanowire size. Also the error of the second model at a considerable size
interval is relatively larger than in other models. The simulation results of the third and fourth
models are approximately the same but the third method is slightly faster. These two models
are the most accurate models. The error of these models in prediction of the longitudinal and
transversal frequencies for nanowires with thickness more than 18aAA is less than one percent,
while they accelerate the simulations 4 to 8 times. Therefore, the best proposed CG model is
the third one. Although the accuracy of the first model is less than in the third model, it is
approximately 2 times faster. Therefore, in some cases where speed is more important than
accuracy, the first model can be used.
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The model of a mono-tube shock absorber with a bypass is proposed in this paper. It is
shown that the application of an additional flow passage (bypass) causes changes to the
damping force characteristics when the excitation amplitudes are large. In such cases, the
damping force values increase, thereby improving safety of the ride. For small excitation
amplitudes, the shock absorber behaves in a similar fashion as shock absorbers without a
bypass, ensuring a high comfort level of the ride on roads with smooth surfaces.

Keywords: shock absorber, hydraulic damper, vehicle suspension, nonlinear, vibrations

1. Introduction

The problems with the modelling and analysis of hydraulic dampers are discussed in several
papers. It results from the fact of their wide applications (especially in the automotive industry)
as well as from frequent employement of new damper designs (Norgaard and Cimins, 2009;
King, 2014; Marking, 2014). These new concepts, often intuitively introduced, require successive
theoretical solutions. One of such ideas is the application of an additional flow passage, meaning
bypasses. Such solutions are introduced in order to improve safety of the ride, mainly in cross-
-country vehicles. When such vehicles run onto a large obstacle, the oil flow through a bypass
becomes blocked off. As a result, the damping force increases suddenly, changing the damper
characteristics. The constructional parameters of the damper with a bypass should be selected
in such a way as to have – during travelling on smooth surfaces – the characteristic not worse
than the characteristic of a hydraulic damper without a bypass.
Good comfortable rides are provided by dampers of ‘soft’ characteristics while dampers

of ‘hard’ characteristics increase the safety, assuring better control and higher braking forces.
In order to bring together these contradictory requirements, semi-active systems (Ferdek and
Łuczko, 2015, 2016) usually magneto-rheological (Sapiński and Rosół, 2007; Gołdasz, 2015)
are often applied. Compared to passive systems, semi-active dampers provide the possibility
of adjusting the damping force to specific conditions of the ride. However, they have more
complicated construction and due to that, they are more expensive both in production and in
operations.
Currently used dampers have a flow passage which can be situated inside the piston rod

(King, 2014) or outside the working cylinder (Norgaard and Cimins, 2009; Marking, 2014).
Such bypasses can have an additional pressure valve controlling the oil flow. The application of
the bypass changes the dampers characteristics. When a vehicle is going on relatively smooth
surfaces, the displacement of the piston rod is small, and the oil flow between the chambers
occurs both through the piston bleed orifices and through the bypass. This in turn creates a soft
damper characteristic ensuring comfort of the ride. When the vehicle has to clear large obstacles,
it means large piston strokes, the oil is not flowing through the bypass, and the damping force
significantly increases (‘hard’ characteristic).
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The analysis of the car model requires the introduction of a relatively simple hydraulic dam-
per model properly describing its basic properties and allowing simultaneously the investigation
of the influence of essential parameters within the wide range of their changes. Tests of modelling
twin-tube dampers (Ramos et al., 2005; Alonso and Comas, 2006), mono-tube dampers (Talbott
and Starkey, 2002; Titurus et al., 2010; Farjoud et al., 2012) and others have been undertaken.
They mainly differ in the approach to describing the oil flow through valves. Alonso and Comas
(2006) investigated the twin-tube damper model taking into account the cavitation problem and
the damper chambers elasticity. Talbott and Starkey (2002) investigated the mono-tube damper
modelling the influence of the shim stack by the preliminarily pressed spring. They assumed
that the laminar oil flow was a result of leakage in the piston-cylinder system, in contrast to the
turbulent flow through the orifice system in the piston. Farjoud et al. (2012) investigated the
influence of the shim stack properties on characteristics of the mono-tube damper. The authors
compared the obtained results with the experimental ones. In the paper by Czop and Sławik
(2011), the model of the twin-tube shock absorber was tested and experimentally verified.

There is a separate group of research papers dealing with the cavitation problem being a
result of sudden oil pressure changes in hydraulic dampers. In the papers by Cho et al. (2002),
Van de Ven (2013) and by Manring (1997) various descriptions of the effective bulk modulus
were given.

Papers dealing with modelling of dampers with a bypass are relatively rare. Apart from
patents (Norgaard and Cimins, 2009; King, 2014; Marking, 2014), only in the paper by Lee and
Moon (2006) the model of the displacement-sensitive shock absorber was discussed. Depending
on the piston displacement, the flow control was realised by a proper configuration of the inner
cylinder surface.

The purpose of the hereby paper is to demonstrate that the introducing of an additional flow
passage to a classical hydraulic damper causes a change of the damping force characteristics.
In the case of high excitation amplitudes, an increased value of the damping force improves the
safety of the ride. While in the case of small excitation amplitudes, the damper behaves in a
similar fashion as the classical shock absorber, where an increased oil flow causes a decrease
in the damping force providing higher riding comfort. To assure the proper functioning of the
model within the wide range of amplitudes and excitation frequencies, the pressure influence
on the oil compressibility modulus is taken into account. The proposed model of the damper is
different than the presented in the paper by Lee and Moon (2006) and allows the investigation
of the influence of a more number of constructional parameters of the shock absorber within the
wide range of their changes.

2. Model of a variable damping shock absorber

The scheme of the hydraulic shock absorber with a bypass as well as its model is presented
in Fig. 1. Two chambers are in the main cylinder: chamber K1 above the piston (rebound
chamber) and chamber K2 below the piston (compression chamber). Narrow orifices through
which oil flows between both chambers are inside the piston. Some orifices are constantly open
while the others are the most often covered by the shim stack. An additional external flow
passage connects chambers K1 and K2, and distances h1 and h2 determine placements of the
bypass orifices. The shock absorber is rigidly connected with a reserve cylinder, consisting of
chamber K3 filled with oil and chamber K4 filled with gas under a high pressure of 2-3MPa. The
floating piston of a relatively small mass separates both chambers. Two phases of the piston rod
motion are essential in the damper operations: the compression phase and rebound (expansion)
phase. During the compression, the piston rod is moving down causing the pressure increase in
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chamber K2 and the oil flow into chambers K1 and K3. During the rebound process, due to the
pressure increase in chamber K1, the oil returns to chamber K2.

Fig. 1. The scheme and the model of the damper with a bypass

In the case of minor displacements and pressures, the oil flows only through bleed orifices not
covered by plates through leakages and, eventually, through the bypass if the pressure controlled
valve is not installed. Along with the pressure increase, the valves in the piston and bypass are
gradually opened. During the rebound phase, the oil flows through differently designed piston
orifices (of a different cross-sectional area) than in the compression phase, which – finally – causes
the damper characteristic asymmetry. Asymmetrical characteristics of the shock absorber are
desirable for comfort of the passengers (Silveira et al., 2014). When the piston exceeds the
distance h1 (during compression) or h2 (during rebound), the proper entrance to the bypass
becomes blocked, and the oil flows only through bleed orifices in the main piston.
The oil flow from chamber K2 to K3 occurs through a relatively short and stiff conduit of

a significant cross-section. Coordinate xp determines the piston motion, xc – motions of both
cylinders, while xfp – the floating piston motion. The relative displacements of corresponding
pistons are determined by coordinates x = xp − xc and y = xfp − xc. The motion of both
pistons is measured from the static equilibrium position. Notation pi is used for pressures in
chambers Ki (i = 1, . . . , 4), Ai – for surfaces of the main and floating pistons (A3 = A4) and
Vi – for volumes of chambers Ki.
The resistance force depends mainly on the resultant pressure force acting on the piston, it

corresponds to the oil pressures p1 and p2 in chambers K1 and K2. Taking into consideration the
Coulomb friction force Ff1 (Lee and Moon, 2006; Farjoud et al., 2012; Gołdasz, 2015) between
the piston rod and the main cylinder, the damping force can be described as

F = (p1 − p0)A1 − (p2 − p0)A2 + Ff1 sgn ẋ (2.1)

where p0 is the nominal working pressure. In the simulations, the signum function is approxi-
mated (Czop and Sławik, 2011) as follows: sgn ẋ = tanh(ẋ/vref), where vref is the reference
velocity value (in simulations vref = 0.005m/s). In order to determine the shock absorber cha-
racteristics, the most often a harmonic excitation is assumed in the form: x(t) = a sinωt, where
a and ω are the amplitude and frequency of the excitation.
In order to determine pressures p1 and p2, the processes occurring in the chambers should

be considered with a special attention directed to the proper description of the oil flows between
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the chambers. It will be assumed that the fluid is compressible, taking into account changes of
the bulk modulus, especially in the low pressures range. The equation

dρi
dpi
=
1

βi
ρi (2.2)

describes the oil density change ρi in chamber Ki caused by the pressure change pi (i = 1, 2, 3).
It is usually assumed that the bulk modulus value βi is constant (βi = β, where β is the bulk
modulus for the given pressure value, e.g. for the working pressure). This assumption is justified
within the limited pressure changes, i.e. in a limited range of the amplitude and piston veloci-
ty. For large displacements and velocities, the pressure in one chamber significantly increases
while in the other decreases. The assumption of the constant value of the bulk modulus can
lead to physically inadmissible solutions of the analysed equations, sometimes even to negative
pressure values. In reality, the bulk modulus for large pressures insignificantly increases, and
for very small pressures the cavitation effect occurs, during which – due to liquid evaporation
– gas bubbles are formed. The accurate description of this phenomenon is more complex and
depends on several other factors. The effect of cavitation is a sudden compressibility increase;
meaning a bulk modulus decrease. Cho et al. (2002) proposed different descriptions of the bulk
modulus depending on the pressure and the oil aeration degree. Comparisons with experimental
results were also presented. Van de Ven (2013) provided selected equations for the effective bulk
modulus βe. The simplest equation proposed by Merritt (1967) is of the following form

βe = β
1

Rβ/κp + 1
(2.3)

where R is the volume fraction of the air at the atmospheric pressure pa, while κ is the adiabatic
index. Hayward provides a slightly different equation

βe = β
R+ pκ

Rβ/κp + pκ
(2.4)

where p = p/pa. Another equation was proposed by Cho et al. (2002)

βe = β
R+ pκ exp[(pa − p)/β]

Rβ/κp + pκ exp[(pa − p)/β]
(2.5)

The shock absorber of properly selected parameters operates within the range of high pres-
sures (∼ 2MPa), and then the compressibility modulus changes only insignificantly. However,
in the designing process, the damper parameters can be changing in wide ranges. When the
parameters are incorrectly selected, a malfunction of the shock absorber – manifested by large
pressure changes – can occur. In such cases, there is a necessity of applying the proper equation
for the effective bulk modulus.

The following one-parameter model is proposed in the hereby paper

βe(p) = β tanh
p

ps
(2.6)

Along with decreasing of the parameter ps value (reference pressure) the bulk modulus faster
obtains the limit value β. Figure 2 presents comparisons of the effective bulk modulus diagrams
obtained for models: (2.3)-(2.6), for two relatively small values of the parameter R. For the given
values of the parameter ps, the proposed model (2.6) indicates the best compatibility with model
(2.4). Within the working pressures range (p0 = 2MPa) the bulk modulus is close to β, and for
low pressures it fastly approaches zero. The advantage of formula (2.6) constitutes the possibility
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Fig. 2. Bulk modulus versus pressure for different values of R and ps

of obtaining an analytical equation describing the oil density. After substituting formula (2.6)
into equation (2.2), the following expression is obtained

ρi = ρ0
[ sinh(pi/ps)
sinh(p0/ps)

]ps/β
(2.7)

where ρ0 is the oil density under the working pressure p0.
In order to determine the oil pressure in chambers Ki, equations of the general form can be

used

ρ̇iVi + ρiV̇i = Qi (2.8)

where Qi = ṁi are mass flow rates. Volumes of chambers Ki (i = 1, 2, 3) can be calculated as
follows

V1 = A1(L1 − x) V2 = A2(L2 + x) V3 = A3(L3 − y) (2.9)

where distances L1 and L2 are lengths of chambers K1 and K2 in the working cylinder for x = 0,
while L3 and L4 are lengths of chambers K3 and K4 in the external cylinder for y = 0. The
relative displacement y of the floating piston can be determined from the differential equation

mfpÿ = (p4 − p3)A3 − Ff2 sgn ẏ (2.10)

where mfp is the floating piston mass, and Ff2 is the friction force between this floating piston
and the reserve cylinder. Gas pressure p4 is determined from the equation of the polytropic
process: p4V

n
4 = p0V

n
40 (Farjoud et al., 2012; Ferdek and Łuczko, 2012), where: V4 = A4(L4 + y)

and V40 = A4L4. Hence, it follows

p4 = p0
Ln4

(L4 + y)n
(2.11)

After using equation (2.2) and transforming equations (2.8), the equations describing the oil
pressures in the chambers Ki (i = 1, 2, 3) take the form

ṗ1 =
β1
V1

(Q1
ρ1
+A1ẋ

)
ṗ2 =

β2
V2

(Q2
ρ2
−A2ẋ

)
ṗ3 =

β3
V3

(Q3
ρ3
+A3ẏ

)
(2.12)

where the moduli βi = βe(pi) in the respective chambers are determined by formula (2.6) and
the densities by (2.7). System (2.12) of non-linear differential equations of the first order and
differential equation (2.10) of the second order constitute the base for the determination of
characteristic (2.1) of the mono-tube hydraulic shock absorber with and without the bypass.



620 U. Ferdek, J. Łuczko

Fig. 3. Diagram showing the flow paths

One can denote Qj−i (j = 1, i = 2 or j = 2, i = 1) – the mass flow rate from chamber Kj
(e.g. rebound for j = 1) to chamber Ki (e.g. compression i = 2). In the case of the flow in the
reverse direction: Qj−i = 0 (then Qi−j 6= 0). Since the oil flow between these chambers occurs
through orifices in the piston (Fig. 3) and through the bypass, the flow rate can be written as

Qj−i = Q
piston
j−i +Q

bypass
j−i (2.13)

where the flow rate Qpistonj−i is the sum of three flow rates (Fig. 3)

Qpistonj−i = Q
leakage
j−i +Qorificej−i +Q

valve
j−i (2.14)

representing the flow rates resulting from leakage past piston, flow through bleed orifices and
flow through valves in the piston. The oil flow in the reversed direction, from chamber Ki to Kj ,
determined by the mass flow rate Qi−j, causes a mass decrease in chamber Ki. Thus, the oil
mass change in chamber Ki can be written in the following form

Qi = Qj−i −Qi−j (2.15)

Since, from the law of mass conservation between mass flow rates the following relation occurs:
Q1 +Q2 +Q3 = 0. It is enough to determine the mass flow rates Q1 and Q3 determining mass
changes in chambers K1 and K3. It results that Q2 = −Q1 − Q3. The negative value of Qi is
related to the oil outflow from chamber Ki.
Assuming the laminar flow (Talbott and Starkey, 2002), the mass flow rate Q2-1leakage from

the compression chamber to the rebound chamber can be determined from the equation

Qleakage2−1 = πdp
(b3pc(p2 − p1)
12lpν

− ρ2bpcẋ

2

)
(2.16)

where bpc is clearance, dp – piston diameter, lp – piston length, ν – coefficient of kinematic
viscosity. The first component of equation (2.16) determines the flow rate caused by the pressure
difference while the second by the relative piston velocity. In the case when the piston moves
up (for ẋ > 0), the flow rate caused by the pressure difference is decreasing. Equation (2.16) is
correct only for Qleakage2−1 > 0. Otherwise, the flow rate is determined from the following equation

Qleakage1−2 = πdp
(b3pc(p1 − p2)
12lpν

+
ρ1bpcẋ

2

)
(2.17)

In order to determine the remaining component of equation (2.11) for the turbulent flow
(Titurus et al., 2010), the equation of a general form is used

Qj−i = CdAj−i

√
2ρj(pj − pi) (2.18)
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where Cd is the discharge coefficient while Aj−i is the effective cross-sectional area of the proper
orifice through which the oil flows from chamber Kj to Ki. Equation (2.18) is correct for pj > pi.
After introduction of the function

ϑ(pj , pi, ρj) = CdH(pj − pi)
√
2ρj(pj − pi) (2.19)

where H(·) is the unit step function, equation (2.13) obtains the form

Qj−i = Q
leakage
j−i + (Aorificej−i +A

valve
j−i +A

bypass
j−i )ϑ(pj, pi, ρj) (2.20)

Out of parameters: Aorifficej−i , A
valve
j−i , A

bypass
j−i , determining the effective areas of respective orifices,

only the parameter Aorifficej−i is of a constant value. After referring the orifice area to the area of
the compression side of the piston, this area depends on the dimensionless parameter αj−i in
the following way

Aorificej−i = αj−iA2 (2.21)

Values of the remaining areas depend on the oil pressure in the neighbouring chambers of
the shock absorber and on the relative piston displacement.

The flow through the compression intake or through the rebound intake is controlled by
pressures p1 and p2. Bleed orifices are the most often covered by a stack of circular plates
(Fig. 3) deflecting under the influence of the resultant pressure force, and gradually uncovering
the orifices. The effective cross-sectional area depends mainly on the pressure difference p1 − p2
in the shock absorber chambers as well as on geometrical and physical parameters of the plates.
The accurate determination of the area change law requires the accurate modelling of the specific
technical solution. Disregarding inertia of the plates, the valve can be modelled by means of a stiff
plate preliminarily pressed down by a spring of a progressive characteristic. For minute pressure
differences and until the resultant pressure force is lower than the preload force, the bleed orifice
remains closed. Only after exceeding the preload force, the orifice is gradually uncovered. The
parameter Avalvej−i (effective area) decides which flow depends on the spring deflection. It can
not, however, exceed the total area of the orifice cross-section. A function θ1 will be used for
description of a change in the area. This function is defined as follows

θ1(pj − pi, σ, k) = H(pj − pi − σ) tanh
pj − pi − σ

k
(2.22)

where the parameter σ determines the pressure difference value above which the plates start
to deflect uncovering the bleed orifice joining the neighbouring chambers (θ1 6= 0 only for
pj − pi > σ), while the parameter k characterises elastic properties of the shim stack. Using
the hyperbolic tangent function in equation (2.22) ensures that the effective area Avalvej−i will
not exceed the area of the orifice cross-section. The efficient (variable) valve area, it means the
parameter Avalvej−i , is determined by

Avalvej−i = δj−iA2θ1(pj − pi, σvalve , kvalve) (2.23)

where the dimensionless parameter δj−i is the ratio of the orifice cross-sectional area to the area
of the compression side of the piston. Values of dimensionless coefficients δ2−1 and δ1−2 (also
α2−1 and α1−2), deciding respectively on flows in the compression and rebound process, can be
different (the most often δ12 < δ21) for ensuring a higher resistance force during rebound (for
ẋ > 0) in relation to the force created during the compression process (for ẋ < 0).

The opening or closing of the bypass is controlled by the relative piston displacement x.
The bypass whose openings are of a round cross-section of radius r is gradually closed within
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the range (h2 − r, h2 + r) in the rebound phase and within the range (−h1 − r,−h1 + r) in the
compression process. To describe the variable area Abypassj−i , the function defined below is suitable

θ2(x, h1, h2, r) =






0 for x ­ h2 + r
θ0[(x− h2)/r] for h2 − r < x < h2 + r

1 for −h1 + r ¬ x ¬ h2 − r
θ0[(−x− h1)/r] for −h1 − r < x < −h1 + r
0 for x ¬ −h1 − r

(2.24)

where the function θ0 takes into account the round shape of the bypass orifices and is defined as

θ0(ξ) =
1

π

(
arccos ξ − ξ

√
1− ξ2

)
(2.25)

Assuming that the valve controlled by the pressure difference is additionally assembled in the
bypass, after using functions (2.22) and (2.24), the effective bypass area is described by

Abypassj−i = γj−iA2θ1(pj − pi, σbypass , kbypass )θ2(x, h1, h2, r) (2.26)

where γj−iA2 determines the bypass cross-sectional area. The flow from the compression cham-
berK2 to the reserve chamberK3 can be described in a similar way. However, due to a significant
diameter of the conduit which joing these chambers and the rarely used pressure valve, the mass
flow rate is be described by the following equation

Qj−i = A
conduit
j−i ϑ(pj, pi, ρj) (2.27)

where j = 2, i = 3 or j = 3, i = 2. The parameter Aconduit2−3 = Aconduit3−2 describes the cross-sectional
area of the conduit joining chambers K2 and K3.

3. Effect of model parameters on the characteristics of the shock absorber

The basic characteristics of the shock absorber are dependences of damping forces (2.1) on piston
displacements and its relative velocity. The damping force depends mainly on the oil pressure in
the compression and rebound chambers. The determination of characteristics requires integration
of non-linear differential equations (2.10) and (2.12) describing the floating piston motion and
the pressures. For the numerical integration, the Runge-Kutta method of the 5-th order has
been used.
The values of the characteristic parameters of the shock absorber are given in Table 1. The

majority of these values results from the analysis of the existing structural solutions of mono-tube
dampers. The values of the excitation parameters are changed within the specified ranges. The
special attention is directed towards parameters influencing the mass flow rate and characterising
the bypass. Apart from dimensional parameters given in Table 1, a significant influence on the
solutions have dimensionless parameters α1−2, α2−1, δ1−2, δ2−1, γ1−2, γ2−1 characterising cross-
-section areas of the respective orifices. A number of these parameters can be limited by assuming
that the areas of orifices – active in the rebound process – are proportional to the corresponding
areas in the compression process. After introducing a coefficient λ (in numerical calculations:
λ = 0.6), it can be assumed: α1−2 = λα, α2−1 = α, δ1−2 = λδ, δ2−1 = δ. It is also convenient
to introduce dimensionless parameters kp and kb characterising the valve stiffness in the piston
(kvalve = kvp0) and in the bypass (k

bypass = kbp0), respectively, as well as the dimensionless
parameter Sv related to the preload force in the piston (σ

valve = Svpa). Investigations of the
bypass parameters influence are limited to the case of the symmetric distribution of bypass
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Table 1. Parameters of the shock absorber model

Symbol Description Value Unit

A1 Cross-sectional area of chamber K1 24.6 cm2

Ai Cross-sectional area of chambers K2, K3 and K4 28.3 cm2

dp Diameter of piston 6 cm

dr Diameter of piston rod 2.2 cm

dc Diameter of conduit 1 cm

lp Piston length 1.5 cm

bpc Clearance 0.1 mm

h Distance between bypass orifices 2-5 cm

Ff1 Friction force between piston and cylinder 10 N

Ff2 Friction between floating piston and oil tank 1 N

mfp Floating piston mass 0.1 kg

p0 Nominal working pressure 2 MPa

pa Atmospheric pressure 0.1 MPa

Cd Discharge coefficient 0.6 –

β Fluid bulk modulus at atmospheric pressure 1.5 GPa

β Kinematic viscosity of hydraulic oil 32 cSt

β Oil density at atmospheric pressure 890 kg/m3

a Amplitude 1-8 cm

f Excitation frequency 1-12 Hz

orifices (h1 = h2 = h, and γ1−2 = γ2−1 = γ1) and for the elastic valve without preliminary
deflections (σbypass = 0).

The influence of damping forces on the piston relative displacement x is presented in Fig. 4.
The curves illustrate the effect of the excitation amplitude a (for f = ω/2π = 1.4Hz) and
the effect of frequency f (for a = 3 cm) on the damper characteristics. The assumed excitation
frequency f = 1.4Hz corresponds to the first frequency of natural vibrations in several models
of vehicles. Excited vibrations, within the resonance range enclosing this frequency, worsen the
ride comfort.

Fig. 4. Influence of the amplitude and excitation frequency on the damping force characteristics
(α = 0.004, γ = 0.015, δ = 0.04, Sv = 5, kp = 2, kb = 0.5, h = 2 cm)
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The presented curves are determined for relatively large amplitude values. They are aimed
at clear observation of the bypass influence. For the assumed parameter h = 2 cm the flow
through the bypass is not blocked by the piston, only for the amplitude a = 2 cm. However,
along with an increase of the amplitude and the excitation frequency, the damping forces grow,
but within the range of the active flow through the bypass they are significantly lower (for
−h + r < x < h − r). Only after surpassing this range, the damping force suddenly increases,
which is caused by covering the openings of the additional orifice. Thus, within this range, the
damper changes its properties and becomes the so-called ‘hard’ damper, which improves the
safety level when a vehicle travels on surfaces with large irregularities. When a vehicle travels
on good surfaces (for small amplitudes), the bypass is active all the time, and the damping force
is not suddenly increasing.

The influence of the excitation amplitude on the damping force characteristics presented in
Fig. 4 is qualitatively similar to the results of experiments discussed by Lee and Moon (2006).

The excitation frequency is related to the ride velocity, and this usually depends on the
road class. When the damper performance is investigated within the high frequency range,
respectively lower excitation amplitudes should be assumed, e.g. by limiting the maximum piston
velocities. Characteristics of shock absorbers are the most often determined within the velocity
range not exceeding v0 ≈ 1m/s. In the case of harmonic motion, this leads to the condition:
2πfa ¬ v0. Out of all characteristics shown in Fig. 4, the curves obtained for f = 9Hz and
f = 12Hz do not satisfy this condition. The effect of high piston velocities, especially for
f = 12Hz, a = 3 cm, constitute large changes of the oil pressure in the damper chambers. For
the excitation parameters selected in such a way, the oil pressure in the rebound chamber during
the compression phase suddenly decreases causing a significant decrease of the bulk modulus. The
assumption of a constant bulk modulus, in this drastic case, would lead to a negative pressure p1,
physically unacceptable. Pressure values for the proposed description of the bulk modulus (2.6)
are always positive. The excitation frequency f = 12Hz in several vehicle models (Lee and Moon,
2006) is contained in the second resonance range, corresponding to higher velocities for which
the excitation amplitudes satisfy the discussed above limitation. For such amplitudes (smaller
than 2 cm) the bypass is not blocked by the piston, and the damper characteristic is close to the
‘soft’ one.

Fig. 5. Time histories of pressures (f = 1.4Hz, a = 4 cm, h = 2 cm, α = 0.004, γ = 0.015, δ = 0.04,
Sv = 5, kp = 2, kb = 0.5)

The typical diagrams of pressure p1 time waveforms in the rebound chamber K1 and pres-
sure p2 in the compression chamber K2 are shown in Fig. 5. Oil pressure p3 and gas p4 time
histories in chambers K3 and K4 are similar to the pressure p2 diagram. It is easy to determine
time intervals corresponding to the compression and rebound, by analysing the sign of the relati-
ve piston velocity. Pressure p1 in the rebound chamber has the decisive influence on the damping
force. Changes of the remaining pressures are similar to the harmonic waveforms, which is the
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result of connecting the compression chamber with the reservoir of accumulative properties.
When observing the pressure p1(t) diagram, the characteristic points in which pressure changes
are either softer or more sudden can be noticed in the rebound and compression phases. This is
the effect of opening or closing valves in the piston or bypass.
The functions of the mass flow rates on the relative piston displacement as well as diagrams

of the effective (variable) areas deciding on flows through the corresponding valves are shown
in Fig. 6. The shown functions: Qleakage = Qleakage2−1 − Qleakage1−2 , Q

oriffice = Qoriffice2−1 − Qoriffice1−2 ,

Qvalve = Qvalve2−1 − Qvalve1−2 , Q
bypass = Qbypass2−1 − Qbypass1−2 characterise the oil flow into the rebound

chamber. Negative values of the mass flow rates are related to a mass decrease. It means that
they correspond to the oil outflow from chamberK1. Diagrams of the total flow rates Q2−1−Q1−2
and Q2−3 − Q3−2 (mass change in chamber K3) are also seen in Fig. 6. The respective areas
(except areas characterising leakages) are defined in a similar fashion. Cyclic repetitions of curves
pathways in Fig. 6 signify the motion periodicity.

Fig. 6. Mass flow rates and effective areas (f = 1.4Hz, a = 4 cm, h = 2 cm, α = 0.004, γ = 0.015,
δ = 0.04, Sv = 5, kp = 2, kb = 0.5)

The presented diagrams allow one to better understand the oil flow processes between indi-
vidual chambers of the damper. The most interesting of which are diagrams concerning flows
through valves placed in the piston (Qvalve , Avalve) and in the bypass (Qbypass , Abypass ). At the
moment of bypass opening, the pressure p1 suddenly decreases in the rebound chamber, which
also causes the pressure difference to decrease in the neighbouring chambers. In effect, both the
area Avalve and the flow rate Qvalve through the valve in the piston are thereby decreasing. For
insignificantly higher values of the parameter Sv (e.g. for Sv ≈ 7), characterising the preload
force, this valve is closed within small displacements. The fact that the total flow rates Q2−1
and Q2−3 are changing very regularly, regardless of values of the parameters characterising the
valves, is very interesting.
The diagrams of the damping force versus displacement and the relative piston velocity

are presented in Figs. 7-9. The shown characteristics successively illustrate the influence of the
dimensionless parameters α, δ and Sv, deciding on flows through the orifices placed in the piston.
The force dependence on displacements is in all cases qualitatively similar to those discussed
earlier. Much more interesting are diagrams of the damping force versus velocity. Inflection
points determining the velocity ranges in which the characteristics have different waveforms are
seen in the diagrams.
The parameter α determining the areas of constant orifices (it is assumed that α2−1 = α,

α1−2 = λα) is essential within the range of small velocities (Fig. 7). Along with the increasing
parameter α, the inclination angle of the curve F (ẋ) decreases. This means that the damping
forces for the given velocity are smaller, which is beneficial from the point of view of the ride
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Fig. 7. Influence of the parameter α on the damping force characteristic (f = 1.4Hz, a = 5 cm,
h = 2 cm, δ = 0.04, γ = 0.012, Sv = 5, kp = 2, kb = 0.5)

comfort. In the diagrams of forces versus velocities, narrow hysteresis loops occur, which means
that the damper behaves differently in positive and negative ranges of relative displacements. For
the excitation frequency f = 1.4Hz (within the first resonance range) the loop width is nearly
constant in the whole velocity range. When the frequency increases, the loop width significantly
increases for low piston velocities and decreases for higher velocities. Thus, the characteristics
are non-symmetrical. This asymmetry results mainly from various areas of the orifices through
which the oil flows in the compression and rebound processes. The parameter λ decides about
the model characteristic asymmetry. For λ < 1 (in simulations λ = 0.6), the damper offers higher
resistances in the rebound process (for ẋ > 0) than in the compression one.

Fig. 8. Influence of the parameters δ and Sv on the force characteristics (f = 1.4Hz, a = 5 cm,
h = 2 cm, α = 0.004, γ = 0.012, kp = 2, kb = 0.5)

The dimensionless parameter δ (δ2−1 = δ, δ1−2 = 0.8δ) determines the maximum areas of
the orifices controlled by the pressure difference. It influences the characteristic in the higher
velocities range (Fig. 8). When the piston velocity increases, the pressure difference in chambers
K1 and K2 also increases and, in consequence, the valves in the piston are opening and the
damping force decreases. For larger values of the parameter δ, in the compression as well as in
the rebound process, the inclination of curves determining the damping force dependence on



Nonlinear modeling and analysis of a shock absorber with a bypass 627

velocity decreases. For high piston velocity near the piston zero position, the damping force of
the shock absorber abruptly changes. The reason of this sudden change constitutes unblocking
(or blocking) of flows through the bypass, which entails a decrease (or increase) in the pressu-
re difference in the neighbouring chambers. The dimensionless parameter Sv characterises the
preload force and decides about the location of the characteristic inflection point. This means
that the point in which the inclination angle of curves changes (Fig. 8). When the parameter Sv
changes, the characteristic shape related to opening of the orifices changes for higher velocities ẋ.
Simultaneously, the maximum values of the damping force increase.

The damper performance within the range of large relative displacements of the pi-
ston depends additionally on parameters characterising the bypass, i.e. on the parameter γ
(γ2−1 = γ1−2 = γ) (determining the orifice cross-section area), on distance h (it is assumed that
h1 = h2 = h) determining placement of bypass openings in the working cylinder, and on the
parameter kb (characterising elastic properties of the valve).

Fig. 9. Influence of the parameters h and kb on the force characteristics (f = 1.4Hz, a = 4 cm,
β = 0.004, β = 0.04, kp = 2)

Figure 9 shows the influences of the parameters h and kb on the damping force as a function
of piston displacements. The sudden change of the damping force occurs in two ranges of the
displacements: −h−r < x < −h+r and h−r < x < h+r. In these both ranges the area change
is given by equation (2.24).

Since for higher values of the parameter h the oil flow through the bypass can be blocked
only in the case of large piston displacements, the shock absorber in a wide range of vibration
amplitudes behaves in a similar fashion as the classic shock absorber without the bypass (curve
for h = 5 cm). The change of the characteristic occurs only when the amplitude exceeds a certain
limited value, dependent on the parameter h. Along with a decrease of kb, the damping force
decreases significantly in the range of small displacements. For higher values of the parameter kb,
the bypass valve is not fully open, that is to say the effective area A bypass is smaller.

Summing up the above conclusions, the application of more stiff valves causes a decrease
of the force step change (improves safety of the ride), however, it occurs at the expense of
increasing damping forces within the range of small displacements (disadvantageous for the ride
comfort). In some (currently produced) shock absorbers, the user can independently change the
parameters of the bypass valve (parameter kb), i.e. can adjust the damper characteristic for the
conditions of the ride.



628 U. Ferdek, J. Łuczko

4. Conclusions

The non-linear model describing behaviour of the mono-tube shock absorber with a bypass,
applied in passive systems of car suspensions, is proposed in this paper. Controlling of the oil
flow between the damper chambers depending on the present pressure as well as on relative
displacements of the piston is considered. A change in the oil bulk modulus caused by the
pressure change is taken into account, and a relevant description allowing for efficient numerical
simulations is provided. The developed model allows one to investigate the most important
properties of mono-tube hydraulic shock absorbers in a wide range of amplitudes and excitation
frequencies.

Several numerical simulations have been performed and their most important results are
presented in this work. The influence of structural parameters of the shock absorber on the
damping force characteristics is investigated in detail. Quantitative analysis indicates a signi-
ficant influence of parameters depending on geometrical and physical properties of structural
elements of valves in the main piston and in the bypass of the shock absorber. Although the
results obtained are qualitatively consistent with the results of other authors, it is advisable to
experimentally verify the assumptions used in the modeling process.

The application of bypasses allows one to obtain satisfactorily high damping forces for large
relative displacements of the piston. In such a case, the shock absorber meets the requirements
of a ‘hard’ damper, improving by that safety of the ride. When the relative displacements are
small, the bypass is active and a ‘soft’ damper characteristic provides a high comfort level of
the ride.

The global analysis of the efficiency of application of bypasses to vehicle shock absorbers
requires development of a vehicle model with the tested damper and investigation of the influence
various types of excitations on indices defining the comfort, (e.g. max or RMS value of velocity
of the so-called spring-supported mass) as well as safety of the ride (e.g. dynamic component
of the reaction exerted on the wheel of the vehicle). Determining such system responses for a
sinusoidal signal with a variable frequency (e.g. sweep type), impulse or random signals allow
one to better understand the shock absorber performance in various situations.
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The paper is concerned with damage detection in plates while using the Discrete Wavelet
Transform (DWT). Rectangular plate structures resting on a Winkler or elastic half-space
type foundation, with free boundaries are examined. Plate bending is described and solved
by the Boundary Element Method in a direct approach. Defects are introduced by addi-
tional edges forming slots in relation to the basic plate domain. Numerical investigation is
conducted basing on signal analysis of the structural static response and by taking advanta-
ge of multi-resolution analysis (MRA) of the signal function which can be represented in a
multi-scale manner. The obtained signal is decomposed with the use of Daubechies or Coiflet
wavelet families. The white noise generator is used to model measurement inaccuracy which
is an inevitable element of a real experiment. The efficiency of DWT of the contaminated
signal in damage detection is studied.

Keywords: Kirchhoff plates, Boundary Element Method, Discrete Wavelet Transform

1. Introduction

The aim of the present work is to detect the localization of defects provided that they exist in
the considered plate structure. This problem has focused much attention and has been extensi-
vely investigated by many scientists. Some approaches are based on e.g. optimization of loads
(Mróz and Garstecki, 2005), information on natural frequencies (Dems and Mróz, 2001), heat
transfer (Ziopaja et al., 2011) or inverse analysis (Garbowski et al., 2011; Knitter-Piątkowska
and Garbowski, 2013). Variety of methods are based on comparison of the response of damaged
and undamaged structures. It is a serious difficulty since the experiments on these two structures
must be carried out with identical boundary and loading conditions. Moreover, a global response
of a structure is insensitive to the localized damage. Therefore, the uncertainty following from
variation of the conditions in experiments can be larger than the precision of measuring gauges.
A new impact came from a modern signal processing method, namely wavelet transformation
(WT) (Wang and Deng, 1999) also in its discrete form (DWT) (Knitter-Piątkowska et al., 2014).
WT can surprisingly well extract the desired detailed information from numerous data represen-
ting the global response of a damaged structure. Moreover, the information on the undamaged
structure is not necessary.

Numerical investigation is carried out basing on signal analysis of the structural static re-
sponse. Plate bending is described and solved by the Boundary Element Method in a direct form
(Guminiak, 2016). The problem of damage detection in plates supported on the boundary and
inside its domain was described in detail and illustrated e.g. in the paper (Knitter-Piątkowska et
al., 2017). The boundary integral equations were derived in a singular and non-singular approach
(Guminiak, 2016). There were considered rectangular plates resting on the half-space flexible
foundation with bilateral constraints and on the Winkler-type flexible supports with unilateral
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(with the possibility of disconnection of the plate and the foundation) and bilateral (without
such possibility) constraints. Defects in plates were modeled as slots near the plate boundary.
As a structural response, vertical displacements or influence line of deflections erre taken into
consideration. Decomposition of the obtained signal was carried out using DWT with Daube-
chies 4, Coiflet 6 and Coiflet 12 families of wavelets. Multiresolution signal analysis using Mallat
pyramid algorithm was applied (Mallat, 1999).
Although the considered problem is two-dimensional from the point of view of deformation

description, the applied one-dimensional DWT leads to efficient results in defect detection. Con-
sidered examples quite correctly identify the presence and position of damage. For the selected
example, white noise has been introduced too.

2. Theoretical consideration on wavelet transform

In the presented paper, the wavelet transform will be implemented, in which for the represen-
tation of the signal f(t) a linear combination of wavelet functions is used. Therefore, they are
well-suited for dealing with signals having discontinuities. The theory of the wavelet transfor-
mation (WT) was presented in many papers e.g. (Dodge, 2003). Foundations of WT will be
recalled below. First, let us consider the continuous wavelet transform of the signal f(t) in the
time and frequency domain

Wf(a, b) =

∞∫

−∞

f(t)ψa,b(t) dt (2.1)

where the overbar denotes the complex conjugate of the function under it. The function ψ(t)
is usually called the wavelet (mother) function and belongs to the field of L2(R). Additionally,
the function ψ(t) must satisfy the condition of admissibility (Mallat, 1999). This condition can
be written in form of inequality

∞∫

0

1

ω
|Ψ(ω)|2 dω <∞ (2.2)

The function Ψ(ω) can be treated as the Fourier transform of the function ψ(t):

Ψ(ω) =

∞∫

−∞

ψ(t)e−iωt dt (2.3)

The function Ψ(ω) is oscillatory and its average value is equal to zero, which leads to the equality

∞∫

−∞

ψ(t) dt = 0 (2.4)

The mother wavelet may have real or complex-valued character. In the considered cases, real-
valued wavelets will be applied. For signal decomposition, a set of wavelets (wavelet family) is
applied. This set of functions is obtained by translating and scaling of the function ψ

ψa,b =
1√
|a|ψ

( t− b
a

)
(2.5)

where t denotes a time or space coordinate, a is the scale parameter and b the translation
parameter. The parameters a and b take real values (a, b ∈ R) and, additionally, a 6= 0. The
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element 1/
√
a is the scale factor which ensures constant wavelet energy regardless of the scale.

It means that the norm ‖ψa,b‖ = ‖ψ‖ = 1. In the presented numerical solutions of plate bending
problems the leading role takes the Discrete Wavelet Transform (DWT). According to this
approach, the wavelet family can be obtained by substitution a = 1/2j and b = k/2j into
equation (2.5). As a result, the following relation is obtained

ψj,k(t) =
√
2jψ(2jt− k) (2.6)

in which k and j are the scale and translation parameters, respectively. The meaning of these
parameters for the simplest Haar wavelet is illustrated e.g. in papers (Guminiak, 2016; Dobrzycki
and Mikulski, 2016).
Discrete signal decomposition can be written according to the Mallat pyramid algorithm in

the known form (Mallat, 1999)

fJ = SJ +DJ + . . .+Dn + . . . +D1 n = J − j (2.7)

where each component in signal representation is associated with a specific range of frequency
and provides information at the scale level (j = 1, . . . , J). The discrete parameter J describes the
level of multi-resolution analysis (MRA), SJ is a smooth signal representation, Dn and Sn are
details and rough parts of the signal and D1 corresponds with the most detailed representation of
the signal. To fulfill the dyadic requirements of DWT, the function fJ must be approximated by
N = 2J discrete values. The multi-resolution analysis according to the Mallat pyramid algorithm
is illustrated in Fig. 1 and e.g. in papers (Mallat, 1999) and (Knitter-Piątkowska et al., 2017).

Fig. 1. Mallat pyramid algorithm (Mallat, 1999; Knitter-Piątkowska et al., 2017)

In the current analysis of defect detection, Daubechies and Coiflet wavelets will be applied.
These family of wavelets are orthogonal, continuous and have a compact support. Daubechies
wavelets are asymmetrical and Coiflet wavelets are nearly symmetric. Both families have sharp
edges. These wavelet families do not require a large number of coefficients hence they are widely
used in solving a broad range of problems e.g. image analysis or defect detection. The order of
Daubechies wavelet family functions has the range between 2 and 20 and they are even numbers
only. The Coiflet function accepts the even integers 6, 12, 18, 24 and 30. Daubechies wavelet
of the second order corresponds to the simplest Haar wavelet. Basis and scaling functions of
Daubechies 4 and Coilflet 6 wavelets are presented in Fig. 2.

3. Simulation of measurement errors in numerical data

Measurement (observational) error is the difference between the measured value of quantity and
its true value (Dodge, 2003). Measurement errors are an inevitable element of any real experiment
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Fig. 2. Basis function (mother): (a) Daubechies 4, (c) Coiflet 6 wavelet and scaling function (father),
(b) Daubechies 4 and (d) Coiflet 6 wavelet

and may be caused inter alia by measuring devices, measuring methods, measuring person,
miscalculations or the influence of the environment on the previously mentioned causes. To
investigate the efficency of DWT of a contaminated signal in damage detection and localization,
measurement errors are accounted for by introduction of white noise to the output from computer
simulated experiments. An example of randomly generated white noise is illustrated in Fig. 3.

Fig. 3. White noise, values from −0.5 to 0.5

To adjust the size of the disturbance to the intensity of the analyzed response signal of the
structure, white noise has been scaled by multiplying it by the constant number corresponding
to the order of designated signal magnitude.

4. Problem formulation of defect detection

The aim of this work is to detect the localization of a defect provided that the defect (damage)
exists in the considered plate structure. Numerical investigation is conducted being based on
signal analysis of the structural static response. The plate material is assumed as linear-elastic.
Plates are resting on elastic foundations: the Winkler type with bilateral and unilateral con-
straints and the elastic half-space with bilateral constraints. The plate bending is described
and solved by the Boundary Element Method in the direct approach. The static fundamental
solution (Green function) for a pure infinite plate is used (Guminiak, 2016)
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w∗(r) =
1

8πD
r2 ln(r) (4.1)

which is a solution to the biharmonic equation

∇4w∗(r) = 1
D
δ(r) (4.2)

for a thin isotropic plate, where D = Eh3/[12(1 − ν2)] is plate stiffness, h is plate thickness,
E and ν are the Young modulus and Poisson ratio, δ(r) is the Dirac delta and r =

√
x2 + y2.

4.1. Modeling of the elastic internal support

Mathematical description of behaviour of an elastic flexible foundation is usually given in
form of an equation which connects reaction forces of the foundation q0 with displacements w

w(P ) =

∫

Ω0

q0(Q)g0(P,Q) dΩ0 (4.3)

For the simplest Winkler-type foundation in the discrete approach, a set of finite number of
single independent and flexible supports is taken into account. Each of them has its stiffness k.
For this type of foundation, the flexibility function has the following form

g0(P,Q) =
1

k
δ(P,Q) (4.4)

where δ(P,Q) is the Dirac delta. After discretization, the Winkler-type foundation is described
by the following diagonal stiffness matrix

K0 = diag (k) (4.5)

The elastic half-space foundation with the elastic modulus E0 and the Poisson ratio ν0 is
considered. For this type of foundation, after its discretization using sub-domains of the constant
type, the flexibility function has the form

g0(P,Q) =
1− ν20
πE0r

(4.6)

and deformation of the foundation is expressed as

wi =
1− ν20
πE0

J∑

j=1

q0(j)

∫

Sj

1

rPQ
dSj (4.7)

In matrix notation, equation (4.7) will have the form

w0 = D0q0 (4.8)

whereD0 is the fully-populated flexibility matrix of the foundation. Using matrix equation (4.8),
the reaction forces of the foundation can be obtained

q0 = K0w0 (4.9)

where K0 = D
−1
0 is the fully-populated stiffness matrix of the foundation K0 = [kij ].

The integral
∫

Sj

1

rPQ
dSj (4.10)

can be calculated analytically (Fig. 4)
∫

Ω0

1

r
dΩ0 = xp ln

(yp + r1
yk + r4

)
− yk ln

(xp + r4
xk + r3

)
+ xk ln

(yk + r3
yp + r2

)
− yp ln

(xk + r2
xp + r1

)
(4.11)
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Fig. 4. Analytical calculation of integral (4.10) – assumed designations

4.2. Boundary and domain integral equations

Let the reaction forces of the foundation be realized as: a) set of concentrated forces R
(j)
0

or b) forces q0(j) distributed over the plate sub-domains. The Bézine technique (Bézine and
Gamby, 1978) is introduced to derive the boundary-domain integral equations

c(x)w(x) +

∫

Γ

[
T ∗n(y,x)w(y) −M∗ns(y,x)

dw(y)

ds
−M∗n(y,x)ϕn(y)

]
dΓ (y)

=

∫

Γ

[T̃n(y)w
∗(y,x) −Mn(y)ϕ∗n(y,x)] dΓ (y)−

J∑

j=1

R
(j)
0 w∗(j,x) +

∫

Ω

p(y)w∗(y,x) dΩ(y)

c(x)ϕn(x) +

∫

Γ

[
T
∗
n(y,x)w(y) −M

∗
ns(y,x)

dw(y)

ds
−M∗n(y,x)ϕn(y)

]
dΓ (y)

=

∫

Γ

[T̃n(y)w
∗(y,x) −Mn(y)ϕ∗n(y,x)] dΓ (y)−

J∑

j=1

R
(j)
0 w∗(j,x) +

∫

Ω

p(y)w∗(y,x) dΩ(y)

(4.12)

for case a) and

c(x)w(x) +

∫

Γ

[
T ∗n(y,x)w(y) −M∗ns(y,x)

dw(y)

ds
−M∗n(y,x)ϕn(y)

]
dΓ (y)

=

∫

Γ

[T̃n(y)w
∗(y,x) −Mn(y)ϕ∗n(y,x)] dΓ (y)

−
J∑

j=1

( ∫

Ω0(j)

q0(j)w
∗(j,x) dΩ0(j)

)
+

∫

Ω

p(y)w∗(y,x) dΩ(y)

c(x)ϕn(x) +

∫

Γ

[
T
∗
n(y,x)w(y) −M

∗
ns(y,x)

dw(y)

ds
−M∗n(y,x)ϕn(y)

]
dΓ (y)

=

∫

Γ

[T̃n(y)w
∗(y,x) −Mn(y)ϕ∗n(y,x)] dΓ (y)

−
J∑

j=1

( ∫

Ω0(j)

q0(j)w
∗(j,x) dΩ0(j)

)
+

∫

Ω

p(y)w∗(y,x) dΩ(y)

(4.13)

for case b), where x is the source point, y is the field point and r = |y − x|. The second
boundary-domain integral equations (4.12)2 for case a) and (4.13)2 for case b) can be obtained
replacing the unit concentrated force P ∗ = 1 by the unit concentrated moment M∗n = 1. Such
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a replacement is equivalent to the differentiation of the first boundary integral equation (4.12)1
or (4.13)1 with respect to the coordinate n at a point x belonging to the plate domain, and
letting this point approach the boundary and taking n coincide with the normal to it. The force
T̃n(y) can be treated as an equivalent shear force Vn(y) on a fragment of the boundary which
is located far from the corner, or it plays the role of the corner force Rn(y) which is distributed
on a small fragment of the boundary close to the corner. In the case of the free edge, we must
combine the rotation angle in the tangent direction ϕs(y) with the fundamental functionM

∗
ns(y).

Since the relation between ϕs(y) and the deflection is known: ϕs(y) = dw(y)/ds, the angle of
rotation ϕs(y) can be evaluated while using a finite difference scheme of the deflection with two
or more adjacent nodal values. In this analysis, the employed finite difference scheme includes
the deflections of two adjacent nodes.

4.3. Construction of the set of algebraic equation

The set of algebraic equations in matrix notation has the following form



GBB GBS GBwK0
∆ −I 0
GwB GwS GwwK0









B
ϕs

w





=






FB
0
FR





(4.14)

Fig. 5. Construction of the characteristic matrix

Suitable designations of sub-matrices occurring in matrix equation (4.14) are presented in
Fig. 5 for (a) characteristic matrix and (b) right-hand-side vector, where: GBB and GBS are
the matrices of dimension (2N × 2N) and of dimension (2N × S) grouping boundary integrals
and depending on the type of the boundary, where N is the number of boundary nodes (or the
number of constant type elements). S is the number of boundary elements along the free edge;
GBw is the matrix of dimension (2N ×M) grouping values of the fundamental function w∗
established at the internal collocation points; ∆ is the matrix grouping difference operators
connecting the angle of rotations in the tangent direction with deflections of suitable boundary
nodes if the plate has a free edge; GwB is the matrix of dimension (M × 2N) grouping the
boundary integrals of the appropriate fundamental functions, where M is the number of the
internal collocation points and N is the number of the boundary nodes; GwS is the matrix of
dimension (M × S) grouping the boundary integrals of the appropriate fundamental functions;
Gww is the matrix of dimension (M ×M) grouping the values of the fundamental function w∗
established at the internal collocation points; FB is the right-hand side vector in which all
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elements are calculated in the coordinate systems connected with the boundary physical nodes
over the loading area; Fw is the right-hand side vector whose all elements are calculated in the
coordinate systems connected with the internal collocation points over the loading area; K0 is
the stiffness matrix of the foundation.

4.4. Calculation of deflection and internal forces inside the plate domain

The solution of the set of equations (4.14) allows one to determine suitable boundary variables
and values of deflection at the internal collocation points associated with flexible constraints.
Then, using the same boundary and domain integral equation (4.12)1 or (4.13)1, deflection at
an arbitrary point of plate domain can be calculated. The collocation point is located inside the
plate domain, hence the coefficient c(x) is equal to one. Plate deflection can be expressed as
the sum of the deflection depending on boundary variables, the deflections (or reactions) at the
internal collocation points and the external loading, respectively

w = w(B) + w(w) + w(p) (4.15)

To calculate deflection at a selected point, equations (4.12)1 or (4.13)1 can be directly used for
Winkler and elastic half-space type of foundations, respectively.

5. Numerical examples

Rectangular plate structures with free boundaries are considered. Defects are introduced by
additional edges forming slots or holes in relation to the basic plate domain. The Boundary
Element Method is applied to solve a thin plate bending problem. Each plate edge is divided
into 30 boundary elements of the constant type. The collocation point is located slightly outside
the plate edge, which is estimated by the parameter ε = δ/d, where δ is the real distance of the
collocation point from the plate edge and d is the element length. For each example, it is assumed
ε = 0.001. Diagonal boundary terms in the characteristic matrix are calculated analytically and
the rest of them use 12-point Gauss quadrature. Plate properties are E = 205.0 GPa, ν = 0.3,
h = 0.04m. The plates are loaded statically. The static concentrated external load P = 10.0 kN
which is moving along the line parallel to the global coordinate x is replaced by an equivalent uni-
formly distributed loading p acting over the square surface of dimensions 0.05m×0.05m. Except
for that, plates subjected only to a uniformly distributed loading q = 10.0 kN/m2 acting on the
surface are considered too. The examined plates are resting on the Winkler and elastic half-space
types of foundation. The stiffness coefficient of the Winkler foundation is k = 5000.0 kN/m3 and
the properties of the elastic half-space are E0 = 30000 kN/m

2, ν0 = 0.4. As a structural response,
the influence line of deflections and vertical displacements are taken into account. The data is
gathered in one measurement point in equal time intervals or in 64 points. Decomposition of the
obtained signal is carried out using DWT with Daubechies 4, Coiflet 6 and Coiflet 12 families
of wavelets. For the selected example, white noise is introduced too.

5.1. Example 1

The plate resting on the Winkler foundation loaded by a static concentrated force P which
is moving along the edge parallel to the x direction is considered and presented in Fig. 6. The
measurement point D has the following coordinates: xD = 2.2m and yD = 0.2m. The introduced
plate defect is described by the parameter: e = 0.005m.
The results of calculation for bilateral constraints are presented in Fig. 7 for (a) Daubechies 4

and (b) Coiflet 12 families of wavelets, respectively. Detail 1 of the decomposed response signal
is analysed. It is visible that in both cases the damage location is clearly depicted by the evident
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Fig. 6. Considered plate structure

disturbances and high picks. Nonetheless, noteworthy is the fact that in Coiflet 12 DWT, the
transformed signal is smoother and the boundary disturbances in transformation window are
slightly smaller (Fig. 7b).

Fig. 7. DWT (Daubechies 4, Coiflet 12, detail 1) signal: vertical displacements measured at the point D,
N – number of measurements

The results of calculation for unilateral constraints are presented in Fig. 8 for (a) Daubechies 4
and (b) Coiflet 12 families of wavelets, respectively. Detail 1 of the decomposed response signal
has been analysed. However, in this analysis, expected disturbances of the transformed signal
do not properly indicate the damage location. The highest pick is unfortunately elsewhere.
Presumably, at a finite number of iterations with exclusion of nodes in which the reaction
force is negative, the problem formulation in terms of the BEM causes bad conditioning of the
characteristic matrix.

Fig. 8. DWT (Daubechies 4, Coiflet 12, detail 1) signal: vertical displacements measured at the point D,
N – number of measurements

5.2. Example 2

The plate resting on the Winkler foundation with bilateral constrains and loaded by a static
uniformly distribute loading q is considered and presented in Figs. 9 and 12. Damage is identified
by the parameter e = 0.005m.
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a) External loading q is acting on the square whose corners (A, B, C and D) have coordinates x
and y, respectively (Fig. 9): A(0.6m;0.6m), B(1.4m;0.6m), C(0.6m;1.4m) and D(1.4m;1.4m).

Fig. 9. Considered plate structure

The results of calculation are presented in Fig. 10 for (a) Daubechies 4 and (b) Coiflet 6
families of wavelets, respectively. Detail 1 of the decomposed response signal has been analysed.
The damage is undoubtedly located properly in both transforms by a high pick.

Fig. 10. DWT (Daubechies 4, Coiflet 6, detail 1) signal: vertical displacements, N – number of
measurement points

In this example, randomly generated white noise has been introduced. The maximum in-
tensity of the introduced disturbance has 5% of the response signal measured value (relative to
the highest measured value). The results of calculation are presented in Fig. 11 for (a) Daube-
chies 4 and (b) Coiflet 6 families of wavelets respectively. The DWT (detail 1) of the vertical
displacements has been analysed. In both cases, the damage is properly localized by a high
pick, however, previous experiments show that 5% noise in the transformed data is for DWT
the upper limit of damage detection capability. While considering more contaminated signals,
one can apply signal denoising techniques, e.g. the wavelet shrinkage method (Dobrzycki and
Mikulski, 2016).

Fig. 11. DWT (Daubechies 4, Coiflet 6, detail 1) signal: vertical displacements, N – number of
measurement points
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b) External loading q is acting on the square whose corners (A, B, C and D) have coordinates x
and y, respectively (Fig. 12): A(2.6m;0.2m), B(3.4m;0.2m), C(2.6m;1.0m) andD(3.4m;1.0m).

Fig. 12. Considered plate structure

The results of calculation are presented in Fig. 13 for (a) Daubechies 4 and (b) Coiflet 6
families of wavelets respectively. Detail 1 of the transformed vertical displacements signal is
shown. In both cases, the damage existence and location are properly detected.

Fig. 13. DWT (Daubechies 4, Coiflet 6, detail 1) signal: vertical displacements, N – number of
measurement points

5.3. Example 3

The plate resting on the elastic half-space foundation, loaded by a static concentrated force P
which is moving along the edge parallel to the x direction is considered. The plate geometry and
loading is presented in Fig. 14. The measurement point D has following coordinates: xD = 2.2m
and yD = 0.2m. The introduced plate defect is described by the parameter: e = 0.01m. Bilateral
constraints are assumed in the analysis. The results of calculation are presented in Fig. 15 for
(a) Daubechies 4 and (b) Coiflet 12 wavelet families, respectively. The DWT (detail 1) of the
vertical displacements influence line is shown. The damage location is clearly depicted by the
evident disturbances of the transformed data in both cases. It is worth to emphasize that while
using Coiflet 12 DWT, the transformed signal is smoother and the disturbance region is slightly
shorter (Fig. 15b).

5.4. Example 4

The plate resting on the elastic half-space foundation with bilateral constrains and loaded by
a static uniformly distribute loading q is considered. The plate geometry is the same as presented
in Figs. 12 and 16. The damage is identified by the parameter e = 0.005m. The analysis has
been carried out for the bilateral constraints.
a) External loading q is acting on the square whose corners (A, B, C and D) have coordinates x
and y, respectively (Fig. 16): A(2.6m;0.2m), B(3.4m;0.2m), C(2.6m;1.0m) andD(3.4m;1.0m).
The results of DWT (detail 1) of the vertical displacement signals measured in 64 points are
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Fig. 14. Considered plate structure

Fig. 15. DWT (Daubechies 4, Coiflet 12, detail 1) signal: vertical displacements measured at the
point D, N – number of measurements

Fig. 16. Considered plate structure

Fig. 17. DWT (Daubechies 4, Coiflet 12, detail 1) signal: vertical displacements, N – number of
measurement points

presented in Fig. 17 for (a) Daubechies 4 and (b) Coiflet 12 wavelets. The damage location can
be clearly determined by high picks in both cases despite quite large disturbances on the right
hand side in the windows of transformation.

b) External loading q is acting on the square whose corners (A, B, C and D) have coordinates x
and y, respectively (Fig. 12): A(2.8m;1.0m), B(3.6m;1.0m), C(2.8m;1.8m) andD(3.6m;1.8m).
The results of DWT (detail 1) of the vertical displacement signals measured in 64 points are
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presented in Fig. 18 for (a) Daubechies 4 and (b) Coiflet 6 families of wavelets, respectively.
In both cases, the damage existence and location are properly detected by high picks of the
transformed signal.

Fig. 18. DWT (Daubechies 4, Coiflet 6, detail 1) signal: vertical displacements measured along the line
of deflection, N – number of measurement point

6. Concluding remarks

The implementation of a discrete dyadic wavelet transformation to identification of signal di-
scontinuity in the analysis of plates resting on internal flexible supports is presented in the this
paper. The novelty is the introduction of defects by additional edges forming slots or holes in the
relation to the basic plate domain. Thin (Kirchhoff) plate bending is described by boundary-
-domain integral equations and solved using the Boundary Element Method (BEM). The BEM
is particularly useful to carry out a numerical experiment of plate bending considering abnormal
shapes of the plate edge having the character of cracks or tears. Although the considered issue is
two-dimensional from the point of view of deformation description, the applied one-dimensional
DWT leads to efficient results in defect detection. The proposed method does not provide detec-
tion of defects localized inside the plate domain. The measured response signal is assumed as the
influence line of deflection considered at a selected point and the deflection line. The minimum
number of measurements has been assumed as sixty four. The damage is properly localized while
using asymmetric Daubechies 4 wavelet as well as nearly symmetrical Coiflet 6 or 12 wavelet in
signal decomposition. Detail 1, as the most detailed representation of the transformed signal, is
taken into consideration. The efficiency of DWT in damage detection and localization does not
depend on the position of the uniformly distributed load, yet the distance of the measurement
point from the damaged area in the case of the influence line of deflection is crucial. White
noise as a innacuracy of the measured signal has also been considered in the selected example.
The position of defects has been quite correctly identified by a high pick of the transformed
(both Daubechies and Coiflet wavelet) data, however it should be noted that 5% noise in the
transformed data is for DWT the upper limit of damage detection capability. While considering
more contaminated signals, one can apply signal denoising techniques, e.g. the wavelet shrinkage
method.
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Regardless of the welding method, a new joint and the surrounding area are inevitably sub-
jected to thermo-physical perturbation. The paper presents analyses of many different issues
involved in welding and potential solutions including adoption of simplifying assumptions,
application of numerical algorithms and development of reliable representative models. The
Finite Element Method is used to determine residual stress distribution, using results from
thermo-physical tests and widely known mechanical properties of metals subjected to we-
lding processes. Experimental and numerical methods for determining residual stress are
compared for welds generated using both TIG (Tungsten Inert Gas, Gas Tungsten Arc We-
lding) and a laser beam. This data reveals that it is necessary to precisely define location of
the analyzed welded fragment to correctly determine thermal boundary conditions.

Keywords: TIG, laser beam, welded joints, steel 904L, numerical analysis, residual stress

1. Introduction

During a welding process, the areas around the joints are subjected to thermal and structural
changes. Uneven distribution of both temperature and heat flow contributes to a diversity of
thermal and mechanical properties of metals. Steel, while being heated only in a narrow areas of
joints, increases in volume, thereby resisting to adjacent areas of cold steel and causing thermal
stress (Jiao et al., 2014). Thermal stress affects the structural balance, which adds mechanical
stress to the already deformed element.

Residual stress in welded joints is an indicator of fatigue life. Two methods are traditionally
used to determine these types of stress (Susmel and Tovo, 2008; Zamiri Akhlaghi, 2009). The
first method uses mathematical analysis of the nominal stress in constant-amplitude load cases.
With the second method, called “hot spot” (Susmel and Tovo, 2008; Zamiri Akhlaghi, 2009),
the nominal stress is determined empirically or experimentally using the finite element method
(FEM).

Structural changes induced during welding include formation of a geometry notch at the
point of stress concentration (Blacha and Karolczuk, 2016). The stress is most concentrated in
the “hot spot” at the bottom of the geometry notch of the welded area, potentially resulting
in fracture initiation (Kluger and Łagoda, 2016). Stress in pipes of austenitic stainless steel
304 and duplex steel S32750 subjected to a circumferential weld were analyzed in the previous
study. Surface tensile stresses in the axis of a circumferential weld prepared using the TIG
(Tungsten Inert Gas, Gas Tungsten Arc Welding) method were 250-350MPa and 350-450MPa
for welds prepared from 304 austenitic stainless steel and S32750 duplex steel, respectively (Lee
and Chang, 2014).
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Numerical and experimental evaluation of the heat affected zone as well as the stress of
thermal loads and phase transformations in the front welded joint executed with a laser beam,
is presented in papers edited by Piekarska and Kubiak (2011, 2013). Temperature-dependent
thermo-physical parameters were adopted for a low-carbon weldable steel. Analysis of a three-
-dimensional numerical model of the temperature field in a welded joint included the movement
of the liquid metal in the weld pool and the latent heat associated with the changes of the
material state (Tan and Shin, 2015).

Distribution of the residual stress in the cross section at the place of the laser beam impact on
the top (face) and bottom (ridge) surface of welds for different welding parameters v = 100m/h,
P = 3.5 kW (a) and v = 30m/h, P = 2.0 kW (b) have also been established in the literature
(Tan and Shin, 2015).

Numerical simulation of the residual stress in flat elements made of low-alloy steel butt-
welded with a laser beam is shown in (Tan and Shin, 2015; Voss, 2011) in order to illustrate
the stress generated in the elements during welding and cooling down to 293K. Studies have
shown that the highest tensile stresses appear in the central part of the welded joint element
after cooling (Murakawa, 2013; Ma et al., 2014; Benasciutti et al., 2014; Dong et al., 2014).

The effect of the initial stress generated in the manufacturing process of SUS316 austenitic
stainless steel pipeline (diameter 200mm, length 800mm, wall thickness 10mm) on the joint
welded with a laser beam (P = 12 kW, v = 1m/min) in experimental and mathematical aspects
was compared by Voss (2011).

The results revealed that initial stress in the steel prior to the welding process increased
the residual stress after welding by approximately 10%. Despite the widespread use of 904L
austenitic stainless steel, there is no thorough comparison between the efficacies of numerical
analysis and experimental research in determining the residual stress when welded by using both
the TIG and laser beam methodologies.

2. Experiment

The research has been carried out on samples of 904L stainless steel welded by the TIG method
using infusible MTC MT-904L tungsten electrode (∅2.5mm) and G/W 20 25 5 CuL (20%Cr,
25%Ni, 4.5%Mo, 1.5%Cu) weld, according to production technology used i.al. for manufacturing
chemical apparatus at the Department of Mechanical Chemical Equipment, Azoty Group in
Tarnów.

Table 1. Parameters of 904L welding austenitic stainless steel with a laser beam

Welding parameters IU Data

Focal length of lens mm 260

Spot on sample surface mm ∅0.4
Power kW P = 4.5

Welding speed m/min v = 1.4

Protective gas – helium

The weld has been made with three weldments (Fig. 1c). After chamfering the edges V
(Fig. 1a), welding with two weldments from the face side was performed (Fig. 1c – 1 and 2),
then the ridge was cut (Fig. 1b – grinding) and welded (Fig. 1c – 3).

Joints made with a laser beam (45×15×5mm) were prepared using CO2 laser TRIUMF
1005, with parameters shown in Table 1, at the Centre for Laser Technologies of Metals.

The experimental tests of the residual stress of welded joints were conducted at the Institute
of Non-Ferrous Metals, Light Metals Division in Skawina (Fig. 2).
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Fig. 1. Geometry of components preparation of a metal sheet before TIG welding of steel 904L (a) and
scheme of ridge cutting (b) and welding (c) according to technology used at the Chemical Equipment

Plant Construction – Group Azoty in Tarnów

Measurements of the residual stresses (second type σS – balancing within the crystallites
area) have been performed on the surface of the samples in the weld (W), the heat affected zone
(HAZ) and the base material (BM) for welds made using the TIG and laser beam methods.
σx transverse and longitudinal σy distributions of the residual stress were assessed, and numerical
analyses were performed using FEA (finite element analysis).

3. Subject of research

The subject of research was austenitic stainless steel 904 L (containing %: Ni 24-26, Cr 19-21,
Mo 4-5, 1.2-2.0 Cu, Mn¬2.0, N¬0.15, Si¬0.7, P¬0.030, S¬0.010, C¬0.02), supplied by the De-
partment of Mechanical Chemical Equipment Group Azoty in Tarnów, produced by Outokumpu
Stainless AB in Stockholm, Sweden (Fig. 2) (PN-EN 10088).

4. Experimental study of residual stress

Test results of the residual stress for a joint made with a laser beam are shown in Fig. 3a. The
stress component perpendicular to the axis of the joint σx for the joint (S) and the heat affected
zone (HAZ) are compressive stresses. However, a component parallel to the axis of the joint σy
is tensile stress with the highest value detected in the HAZ equal to σy = 296MPa.
For welds made by the TIG method, the component σx is tensile. The maximum value of it

is 282MPa, and in the heat affected zone σx = 123MPa.

In the zone of the base material (BM) there occurred compressive stresses for samples welded
with the laser beam method σx = −279MPa, σy = −250MPa, and with the TIG method
σx = −143MPa, σy = −279MPa (Fig. 3).

5. Numerical FEM analysis of welded joints

Attempts to carry out numerical analyses of the weld cooling phase after the process of TIG and
laser beam welding are presented in (Fig. 4). The cooling was achieved by introducing a non-
linear function of temperature in time in the form of piecewise linear representation. Thermo-



648 B. Nasiłowska et al.

Fig. 2. An example of chemical composition of steel 904L

Fig. 3. Residual stress in the weld (W), in the heat affected zone (HAZ) and in the base material (BM)
of joints made with the laser beam and TIG methods in the x-axis (a) and y-axis (b)

-mechanical coupling occurring between thermal and mechanical boundary conditions was ap-
plied in the analyses.

The fully coupled problems, where the thermal solution affects the structural solution and
the structural solution affects the thermal solution, are presented by a general scheme shown in
Fig. 4.

The coupling between thermal and mechanical phenomena depends on material properties
and temperature distribution resulting from the welding process, which is the source of data for
analysis of transient heat transfer. Mechanical equilibrium equations are introduced assuming a
quasi-stationary load process.
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Fig. 4. Schematic of coupled thermo-mechanical analyses

Mathematical formulation of heat transfer with the diffusion and convection part in the
tensor form is based on the energy conservation law

ρcp
∂T

∂t
+ ρcp

T∇T −∇T(Λ∇T ) = Q (5.1)

where ρ is mass density, cp – specific heat, Λ – conductivity tensor, T – temperature, t – time
and Q is a heat source or heat sink. v is the velocity field calculated by coupling a momentum
balance application mode such as incompressible Navier-Stokes. The gradient operator ∇ is
given by ∇ =

(
∂
∂x ,

∂
∂y ,

∂
∂z

)
.

The initial condition and prescribed temperature in transient analysis are defined by

T = Ti(x, t) T (x, 0) = Ti(x) (5.2)

where x denotes space coordinates.

Thermal boundary conditions for weld cooling are described by convective heat transfer to
the environment. They are given by

−λ∂T
∂n
= h(T − T∞) (5.3)

where h is the film coefficient, T∞ – environmental temperature.

The temperature T(x, t) in the given element is interpolated from nodal values T(t) of the
element by shape functions N(x) (Marc R○, 2011)

T(x) = [N(x)]TT (5.4)

The equation used for heat transfer is given by (Marc R○, 2011)

C(T)Ṫ+K(T)T = Q (5.5)

whereT is the vector of nodal temperatures (time derivative of the temperature vector), Q – heat
flux vector for the node, C(T) – matrix of heat capacity, K(T) – conductivity and convection
matrix, C(T) and K(T) are dependent on temperature.

The Galerkin method is used to write a coupled set of first order ordinary differential equation
(5.6) of the heat transfer problem.
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The transient solution is obtained by using a backward difference scheme

[ 1
∆t
C(T∗) +K(T∗)

]
Tn = Q(T∗) +

1

∆t
C(T∗)Tn (5.6)

where T∗ is an average nodal temperature vector.

In the time increment ∆t, the first iteration within the increment n and is taken as an
extrapolated value of the previous two increments: n− 1 and n− 2

T∗ =
1

2
(3Tn−1 +Tn−2) (5.7)

T∗ follows from

T∗ =
1

2
(Tn−1 +Tn) (5.8)

for next iterations. The iterations are stopped when

‖T∗i−1 −T∗i ‖max ¬ ∆Ttol3 (5.9)

where ∆Ttol3 is the maximum error in the estimated nodal temperature.

The changing geometry due to thermal deformation caused an effect called the large strain.
The element and load matrices are derived using an Updated Lagrangian formulation.

The geometric shape was mapped based on the images of metallographic transverse speci-
mens of a weld made with the laser beam (Fig. 5a) and TIG (Fig. 5b) methods.

Fig. 5. Finite element mesh of welds made with the laser beam (a) and TIG (b) methods
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It is assumed that the shape of the model made with both TIG and the laser beam method
is not symmetrical.
The geometry of the finite models reflecting a part of the actual shape of the welds made with

the laser and TIG methods has been divided into 280 560 and 408 625 isoparametric hexahedral
(solid) finite elements described with trilinear shape functions, respectively. The stiffness of the
solid element is formed using eight-point Gaussian integration. The use of such elements allows
for coupled thermomechanical analysis.
The average edge length of a single finite element in this area is 0.02mm. Due to necessity

to create elements with small dimensions of the weld area, it is possible to map only a part of
the welded metal sheets with a width of 5mm.
To create the model, the following simplifications have been introduced:

a) neglecting non-essential external influences (e.g. welding grips),

b) simplification of shapes of the areas under consideration,

c) neglecting the welding shrinkage,

d) assumption that materials density is constant in time and homogeneous in the whole area,

e) neglecting phase transitions and liquid-solid transformation,

f) assumption of homogeneity of the part contained in a given area for:

– Young’s modulus E(T ) (PN-EN 19988)

– Poisson’s ratio ν(T ) (Jiao et al., 2014)

– thermal conductivity λ(T ) (Nasiłowska, 2016)

– thermal diffusivity T (Nasiłowska, 2016)

– specific heat T (Nasiłowska, 2016).

Four zones are extracted:

a) base material (BM),

b) heat affected zone (HAZ),

c) joint core (S1, W1-weld),

d) residual weld zone (S2, W2-weld).

The physical properties of the austenitic stainless steel are defined based on standards (PN-
EN 19988), analysis of the literature (Piekarska, 2007; Ranatowski, 2009) and our in-house
studies (Bogdanowicz et al., 2015). These properties, both mechanical and thermal are introdu-
ced as a function of temperature. The same parameters have been adopted for each designated
zone of the weld.
The temperature load as a function of time has been introduced in each zone of the weld.

Nonlinear curves for the weld prepared with the laser beam (Piekarska, 2007) and TIG (Rana-
towski, 2009) methods are shown in Figs. 6a and 6b.
In the case of welding with the laser beam, in the core of the weld (W1) and in the residual

weld zone (W2), the maximum temperature exceeds the melting point of the steel. Therefore,
each of these two curves is divided into two parts: above and below the melting point assumed
as 1420K. In the other two zones, the maximum temperatures do not exceed the melting point
of the steel; therefore, they are left in the form shown in Fig. 6.
It is assumed that the environment (air) affects the surface of the weld model on its face

and the ridge side, and cools the joint. The ambient temperature of 293K has been assumed in
the two control points by using the POINT FLUX option. It is assumed that cooling influences
only the nodes of the upper and lower walls of the sample discrete model.
In order to map the real welding conditions, there are boundary conditions (support) given

based on the structure of the welding torches.
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Fig. 6. The temperature distribution as a function of welding time for the zones of a weld made with
the laser beam (a) and TIG (b) methods

One of the major challenges is to appropriately represent the mechanical boundary condi-
tions. Due to thermal deformations generated in the cooling process and the fact that only a
small part of the welded sheets is modelled, it is necessary to use other forms of simulation
for the impacts of the operating handles in which the sheets are mounted during the welding
process. The influence of the rest of the structure is mapped by introducing springs with an
appropriate stiffness defined by

ki =
E(T )A

lsL
(5.10)

where ki is the modulus of elasticity of the spring, A – area of the cross section of the sample
respective wall (front or side), E(T ) – Young’s modulus of the base material in function of time,
ls – the number of springs.

The length L is determined according to the part of the steel sheet which it replaces, i.e.,
both the front and back wall of the sample

L =
1000 − sample width

2
(5.11)

whereas for the side walls

L =
1000 − sample length

2
(5.12)

The determined factors of the spring elasticity are assigned to this type of elements in which
the length is equal to 1mm. All degrees of freedom are removed from the nodes at the end of the
spring. A schematic method for introducing the mechanical boundary conditions is illustrated
in Fig. 7. The positioning of the springs is asymmetrical to ensure lack of rigid movement.

Layers of the reduced stress calculated according to the Huber-Mises-Hencky yield criterion
for the models of welds made with the laser beam and TIG methods are shown in Figs. 8
and 9.
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Fig. 7. Schematic of boundary conditions for the weld model created with the laser beam method

Fig. 8. Layers of the reduced stress calculated according to the Huber-Mises-Hencky yield criterion for
the model of weld made with the laser beam method

Fig. 9. Layers of the reduced stress calculated according to the Huber-Mises-Hencky yield criterion for
the model of weld made with the TIG method
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The analysis of the distribution of stress calculated according to the Huber-Mises-Hencky
yield criterion (red) determined with FEM (for welds made with the laser beam and TIG
methods) has been compared with the experimental results (Figs. 10a and 10b). Based on the
components of residual stress in both the x and y axis directions and formula (5.13), the reduced
stress is calculated (Dyląg et al., 2007)

σred =
√
σ2x + σ

2
y − σxσy (5.13)

Fig. 10. Distribution of the reduced and computational stress determined experimentally and with the
use of the finite element analysis of the weld (W), the heat affected zone (HAZ), and the base

material (BM) of the samples made with the laser beam (a) and TIG (b) methods

The results of the experimental tests and the numerical analyses show a compliance that
falls within some margin of error (Dyląg et al., 2007). The differences may be due to previously
described oversimplification of the model.

6. Conclusion

904 L welded austenitic stainless steel is of great importance in demanding structural engine-
-ering and, therefore, it is crucial to detect and remove any errors resulting from design and
manufacturing processes. To achieve this goal, it is essential to effectively determine residual
stress occurring in sensitive locations of welded joints.

The distribution of stress has been determined using the FEM, based on established thermo-
physical results (Nasiłowska, 2016) and mechanical properties (PN-EN 19988). Analysis of the
numerical distribution of stress in comparison to experimental results shows a compliance within
a margin of the measurement error. The most accurate results have been obtained for welds made
with the laser beam.

The observed differences between the numerical analysis and experimental research are likely
to result from oversimplification of the model.

In conclusion, this analysis suggests that future numerical simulations should take into ac-
count liquid-solid transformation and more precisely define thermal boundary conditions.
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Shattering of a brittle material such as glass occurs dynamically through a propagating
failure wave, which however, can not be assigned to any of the classical wave. In this paper,
we build a thermodynamically consistent theory based on the idea that a failure wave is
analogous to a deflagration wave. Our theory admits, as special cases, the classical models
of Feng and Clifton. Two fundamental thermodynamic functions form the basis of our theory.
This approach allows for the construction of a new variational principle and a Lagrangian
formulation. Finally, the theory is linearized to interpret specific experimental observations.

Keywords: brittle fracture, failure wave, internal variable, dissipative systems, variational
principle

1. Introduction

Fracture is one of the two main modes of material damage. Brittle fracture and comminuted
fracture waves (also called failure waves) are an extreme version of these phenomena, arising in
engineering applications such as modeling low-frequency earthquakes (Sapozhnikov et al., 2007),
armor damage prevention (Walley, 2013), determining the fracture strength of ceramics (Ccal-
lister and Rethwisch, 2011), and developing blast technology in underground mining (Zhang,
2016). Likewise, applications of brittle fracture arise in medicine: kidney stone treatment via
shock wave lithography (Neuberg et al., 2006), quantifying comminution in bone fracture (Be-
ardsley et al., 2005), and modeling tooth structure and function (Lee et al., 2011). It is known
that failure waves represent a dynamic wave mode of brittle elastic fracture that do not cor-
respond to any of the classical elastic or inelastic waves of solid mechanics. Behind the wave
front the material is in a comminuted or microfractured state (Bless and Brar, 2007; Feng et al.,
2000).

Our main result is the derivation of failure wave modeling from a consistent thermodynamic
framework based on a diffusive process. Our equations include the classic work of Feng et al.
(2000) and Clifton (1993) as special cases. We identify Clifton’s model as the zero dissipation
limit endpoint in a one parameter family of Feng models. Our analysis suggests that anisotropy
of diffusion (longitudinal vs transverse) is significant, which we argue is related to an observa-
ble quantity, the shard size of the comminuted rubble. Furthermore, we present a new data
analysis corresponding to the width and rise time of the failure wave. The thermodynamic fra-
mework results in a new formulation of a variational principle and the Lagrange equations with
dissipation.
The dynamic response of glass to impact has been investigated by researchers for many

years (see selected references (Feng et al., 2012; Bless and Brar, 2007; Kanel et al., 2005; Bourne
and Rosenberg, 1996). Experiments have conclusively demonstrated that once glass experiences
impact (e.g. uni-axial compression) close to, but below the Hugoniot elastic limit, the sample
initially deforms elastically at the shock front and subsequently fails dramatically through the
formation of multiple microcracks into a comminuted (rubblized) zone. This delay in time is
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interpreted as the result of a self-propagating failure wave moving at subsonic speed behind the
initial elastic shock. The material behind the failure wave suffers a total loss in tensile strength,
and a large reduction in shear strength, while little to no change occurs in the longitudinal
stress across the failure front. Researchers have used plate impact, rod impact and projectile
penetration experiments to investigate the properties of failure fronts in various types of glass.
Various models have been developed to describe the failure wave: its formation, the speed

at which the wave propagates, and the stability of the failure front. However, a consistent ther-
modynamic basis for the dynamics governing the failure wave is still lacking. Partom proposed
a simple phenomological model, which relates the rate of damage accumulation to the gradient
of damage (Partom, 1998). Kanel et al. (1991) also suggested a phenomological model where
the failure wave is a moving control surface and the shear strength behind this surface is set
to zero. A more fundamental model was proposed by Clifton (1993) who described the failure
wave as a propagating phase boundary within a system of conservation laws. All these models
do, in fact, provide multiple perspectives into the dynamics of the failure wave, and do agree, to
varying degrees, with experimental observations. Here we model the propagation of the failure
wave as analogous to a slow combustion process, a point of view presented by Feng (2000) and
later adopted by Chen et al. (2003) (in collaboration with Feng).
In 2000, R. Feng (Feng, 2000) proposed a physically based diffusive field equation to describe

the propagation of the failure wave. As he observed, since there is an increase in the lateral stress
associated with the arrival of the failure wave, while the longitudinal stress remains unchanged,
the propagation of a failure wave is not the result of momentum balance. Rather, it is the
progressive percolation of microfissures that drives the propagation of the failure wave; hence,
leading to a diffusive model. In fact, Feng observes that the propagation of the failure wave
resembles that of a (subsonic) deflagration wave. He, therefore, writes a field equation of parabolic
type for an unknown Vd

∂Vd
∂t
= ∇ · [D(x, t) · ∇Vd] + β(x, t) (1.1)

where t ∈ R
+ and x ∈ R

3 denote the time and space coordinates, and D and β are the second
order damage diffusivity tensor and evolution function, respectively. The variable Vd is a damage
related quantity: the increase in the specific volume of the material if it is damaged and then
completely unloaded. Feng’s model simulations were successful in reproducing the profile of the
lateral stress measurements for different glass specimens.
The main critique of Feng’s diffusive model is that field equation (1.1) is not derived from

a consistent thermodynamic formulation. In this work, we show that Feng’s equation can be
recovered in a theoretical derivation from thermodynamically consistent postulates.
The paper is organized as follows. In Section 2, we formulate the equations of motion and the

constitutive theory based on two functions: the (Helmholtz) free energy and the rate of entropy
production. This derivation is based on the principle of conservation of momentum, and the first
and second law of thermodynamics. This two-function approach is related to but distinct from
Biot’s derivation of the equations of classical thermoelasticity (Biot, 1956). Biot’s formulation
(Biot, 1956), which in contrast to our theory, depends on a modified (Biot’s) free energy, rather
than the thermodynamically correct free energy. In our context, all the dynamics and thermo-
dynamics of the system under study are contained in these two functions, and as such they
specify the equations of motion, which are of hyperbolic-parabolic type. The evolution-diffusion
equation are then linearized to obtain an anisotropic extension of Feng’s model. In this context,
we analyze the two distinct diffusion coefficients and compare our new theoretical predictions
for the width and time rise of the failure waves to experiment. Lastly, we show that in the ap-
propriate limit Feng’s model reduces to Clifton’s conservative model. In Section 3, we introduce
a thermodynamic potential as a sum of the Lagrangian and a dissipation function. The minimi-
zation of the sum leads to the equations of motion and constitutive relations. The equations of
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motion can thus be written as Lagrange’s equations with dissipation. In Section 4, we linearize
the equations of motion, thereby illustrating the two components of the dissipative Lagrangian
formalism and offering insight into the nature of the interaction of the reversible effects upon
the irreversible process in the system. As a consequence, we provide a theoretical explanation
for the disparity in the experimental values pertaining to the change in the longitudinal strain
across the failure wave as observed by Feng. Finally, Section 5 offers concluding remarks.

2. The equations of motion

We formulate the governing equations in Lagrangian coordinates as is customary in solid me-
chanics. See (Gurtin et al., 2010; Marsden and Hughes, 1994) for more details. Let the body
B0 ⊂ R

n denote the undeformed reference configuration. A point X ∈ B0 is called a Lagrangian
or material point. We represent the coordinates on B0 by {Xi}, i = 1, 2, . . . , n. Furthermore, by
defining a time-dependent diffeomorphism φ : B0 × R

+ → Bt ⊂ R
n to be a motion of B0, we

can represent an Eulerian or spatial point occupied by X at time t by x = φ(X, t), and so we
have X = φ(X, 0).
Define the displacement vector U = U(X, t) in Lagrangian coordinates by

U(X, t) = x−X Ui(X, t) = xi −Xi i = 1, 2, . . . , n

where x = φ(X, t).
Moreover, define the deformation gradient F = ∂x/∂X, and so

F = I+∇U Fij = δij + Ui,j i, j = 1, 2, . . . , n (2.1)

2.1. Constitutive theory

In this Section, we develop the thermodynamics of elasticity coupled to diffusive internal
variables based on the work of Biot (1956), Maugin (1990) and Ziegler (2012). The derivation
is based on the determining two fundamental thermodynamic functions. Such a two function
approach was first proposed by Biot to obtain the equations of thermoelasticity (Biot, 1956).
Biot observed that by minimizing the sum of two quantities – a modified free energy (someti-
mes referred to as Biot’s potential) and the dissipation function – he was able to produce the
classical equations of thermoelasticity. However, the relation of Biot’s thermoelastic potential to
fundamental thermodynamic principles is not clear.
For isothermal processes such as the one we are studying, the Helmholtz free energy is the

appropriate fundamental thermodynamic potential representing the thermodynamic state of the
system (Lebon et al., 2008), and minimizing the free energy produces the balance of forces for
isothermal processes (Fung and Tong, 2001). Moreover, in the case of failure waves, there is
entropy production associated with the irreversible process of the growth and propagation of
microcracks into the material (Maugin, 1990). In fact, as we will show, the rate of entropy
production is proportional to the dissipation function. Therefore, the Helmholtz free energy
and the dissipation function constitute the basis of our two-function approach. A more general
treatment of this approach can be found in (Ziegler, 2012). We rely on Internal Variable Theory
and classical theory of irreversible thermodynamics to construct our two functions.
Internal Variable Theory (IVT) has many applications including the description of elasto-

-plastic fracture and modeling viscoelastic behavior (Ziegler, 2012; Murakami, 2012). The diala-
ted volume Vd in Feng’s model can be interpreted as an internal variable. We adopt this approach
and introduce an internal variable Γ. We assert that the propagation of the failure wave is repre-
sented by an evolution-diffusion equation for the internal variable Γ. The tensorial nature of Γ
and its interpretation as it pertains to the failure wave phenomenon will be discussed below. In
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keeping with our analogy to thermoelasticity and combustion theory, the diffusion of Γ can be
viewed in some respects as analogous to the diffusion of heat in a body as briefly mentioned by
Chen et al. (2003).
We first begin by considering the specific Helmholtz free energy denoted Ψ , and assume the

system to be at constant temperature Θ0.
In the theory of thermoelasticity, the Helmholtz free energy Ψ is a function of the deformation

gradient F and temperature Θ such that (Guertn et al., 2010)

S = ρ0
∂Ψ

∂F
s = −∂Ψ

∂Θ

where S is the first Piola-Kirchhoff stress tensor, s is the entropy, and ρ0 is the mass density of
the undeformed material.
In our context we assume that Ψ depends on F and Γ with

S = ρ0
∂Ψ

∂F
(2.2)

Note that

Sij = ρ0
∂Ψ

∂Uk,l

∂Uk,l
∂Fij

= ρ0
∂Ψ

∂Uk,l

∂Fkl
∂Fij

= ρ0
∂Ψ

∂Ui,j
= ρ0

∂Ψ

∂(∇U)
Before examining the associated variable to Γ, we make the following two key assumptions:
(i) the Helmholtz free energy Ψ not only depends on F (or equivalently on ∇U) and the internal
variable Γ, but also on the gradient of the internal variable ∇Γ as done by Maugin (1990),
(ii) function Ψ is convex in ∇Γ and Γ. We motivate these assumptions below. For now, we can
write symbolically

Ψ = Ψ(∇U,Γ,∇Γ) (2.3)

Free energy functions that depend on the gradient of the internal variable have been used extensi-
vely in non-local damage models (Nedjar, 2002; Liebe, 2001). For instance, Nedjar (2002) utilizes
essentially the same free energy as in equation (2.3) for a scalar damage variable. However, the
main difference with our present work lies in the definition of the dissipation function. The dis-
sipation function we employ is a direct result of Onsager’s principle; however, Nedjar postulates
the existence of a pseudo-potential of damage dissipation. But the relation of this potential to
entropy production is not clear. Furthermore, while the thermodynamic framework outlined in
(Nedjar, 2002) can allow for rate-dependent material damage, the quasi-static problem was only
considered in detail, as opposed to the dynamic problem in this work.
Consider the time derivative of Ψ

ρ0Ψ̇ = S :
˙∇U− ZΓ̇−∇ · (BΓ̇) (2.4)

where we have defined

Z = −ρ0
δΨ

δΓ
= A−∇ ·B A = −ρ0

∂Ψ

∂Γ
B = −ρ0

∂Ψ

∂(∇Γ) (2.5)

We consider Z to be the associated variable to Γ. The variable Z is interpreted as an internal
force corresponding to the internal variable Γ (Maugin, 1990).
The second law of thermodynamics (or equivalently the Clausius-Duhem inequality) deter-

mines physically permissible processes. In Lagrangian coordinates, it reads (Fung and Tong,
2001)

d

dt

∫

Ω

ρ0s dΩ +

∫

∂Ω

Σ̇ da ­ 0 (2.6)
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where s is the entropy (per unit mass) of the system, Ω is the domain of the system, and Σ̇ is
the entropy flow vector on the boundary. As the problem is isothermal, the only relevant entropy
is that associated with Γ. Locally, (2.6) simplifies to

ρ0ṡ+∇ · Σ̇ ­ 0 (2.7)

By substituting Ψ = E − sΘ0 (E being the internal energy of the system), and the balance of
energy equation: ρ0Ė = S : Ḟ into the above equation, and taking into consideration equations
(2.5) we obtain

ZΓ̇+∇ · (BΓ̇+Θ0Σ̇) ­ 0 (2.8)

By making the choice

Σ̇ = −BΓ̇
Θ0

(2.9)

we arrive at the fundamental inequality

ZΓ̇ ­ 0 (2.10)

In general, diffusion can be expressed in terms of a flux h across the boundary. For instance,
in thermomechanics, h is given by Fourier’s law, which in turn gives rise to an entropy flux Σ̇
defined as Σ̇ = h/Θ.

In the context of our problem, there is no heat exchange at the boundary. So the diffusion
of the internal variable is associated with a flux other than the heat flux across the boundary.
Equation (2.9) gives an explicit expression for this flux: it is the entropy flux associated with
the internal variable Γ. Therefore, by analogy to heat flow across the boundary, we obtain an
explicit expression for the total rate of energy released from the surface of the material during
the propagation of the failure wave

H =

∫

∂Ω

h · n da =
∫

∂Ω

BΓ̇ · n da (2.11)

where n is the unit outer normal. Note it was by assuming Ψ = Ψ(· · · ,∇Γ) that we got B 6= 0,
which gives a nonzero entropy flux Σ̇.

Had we only assumed Ψ = Ψ(∇U,Γ), then we would expect Σ̇ = 0 and an equation similar
to (2.10) would still hold (by replacing Z with A) (Ziegler 2012; Lebon, 2008). Thus, there still
could be dissipation in the medium, but not diffusion of the internal variable.

Next we consider the dissipation function. It is known that the Helmholtz free energy deter-
mines the reversible processes occurring in the system. If in addition to reversible processes, the
evolution of the system under consideration produces entropy (i.e. an accompanied irreversible
process), then one needs to supplement the free energy with a scalar dissipation function D.
This approach has been used in thermomechanics by Ziegler (2012) and Biot (1955, 1956), and
in a more general context by Maugin1 (1992).

The constitutive law for the dissipation function D varies according to the system under
study. In applications, the function D is positive and depends on the rate variables, as well as
on the thermodynamic state variables (Ziegler, 2012). As a postulate, we exclude the viscous

1In fact the dissipation function was first introduced by Rayleigh (1945) in his study of dissipative
processes in classical mechanics. He required such a function to be non-negative and quadratic in the
velocities.
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related strain rate ˙∇U from D. Moreover, as the system is isothermal, the only remaining rate
variable is Γ̇, and so we write

D = D(Γ̇, w) (2.12)

where w represents the state variables.

Before investigating the functional form ofD in the case of failure waves, we need to determine
the forces associated with Γ̇. Following Ziegler (2012) and Maugin (1990), we assume that the
function D is such that

∂D
∂Γ̇
+
δΨ

δΓ
= 0 (2.13)

or equivalently

ρ0
∂D
∂Γ̇
= Z (2.14)

In other words, the dissipative force associated with Γ̇ through D is identified as the opposite
of the quasiconservative force associated with Γ through Ψ2.

For failure waves, we assume the dependence of D on w in (2.12) vanishes, and furthermore,
we assume a quadratic dependence of Γ̇ similar to the thermoelastic theory of Biot (1956)

ρ0D = ρ0D(Γ̇) =
1

2
Λ · (Γ̇ · Γ̇) ­ 0 (2.15)

For example, if Γ is an n-vector, then the above equation in component form reads

ρ0D(Γ̇) =
1

2
Λij Γ̇iΓ̇j ­ 0 i, j = 1, 2, . . . , n (2.16)

The classical theory of irreversible thermodynamics relates the function D to the rate of
production on internal entropy ṡ(i). Onsager’s principle defines ṡ(i) in terms of fluxes and forces
associated to the fluxes. In the absence of thermal effects, the flux and force are identified with
Γ̇ and Z, respectively. So we write (Fung and Tong, 2001)

ρ0Θ0ṡ
(i) = Γ̇ · Z ­ 0 (2.17)

If the fluxes and forces are related by a linear phenomenological relation

Z = Λ · Γ̇ (2.18)

then,

ρ0ṡ
(i) =

1

Θ0
Γ̇ · Z = 1

Θ0
Λ · Γ̇ · Γ̇ = 2ρ0

Θ0
D (2.19)

where by Onsager reciprocal relations we have Λ = ΛT. Furthermore, we assume Λ is invertible.
So not only does the dissipation produce entropy, the rate of entropy production is in fact pro-
portional to the dissipation function. Hence, we can treat D as the source of entropy production.
A more general treatment of dissipation functions can be found in (Ziegler, 2012; Gurtin et al.,
2010).

2According to, Ziegler this is a statement that the net internal forces associated to the internal variables
in an arbitrary process is equal to zero, which is a consequence of energy conservation.
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Expanding equation (2.13) gives us

ρ0
∂D
∂Γ̇
+
∂Ψ

∂Γ
−
( ∂P

∂(∇U) · ∇X(∇U) +
∂P

∂Γ
· ∇XΓ+

∂P

∂(∇Γ) · ∇X(∇Γ)
)
= 0 (2.20)

where P = −(1/ρ0)B and symbol ∇X means derivative with respect to X while holding other
variables constant. Moreover, we define the damage diffusion tensor K as

1

ρ0
K =

∂P

∂(∇Γ) =
∂2Ψ

∂(∇Γ)∂(∇Γ) (2.21)

Tensor K is defined analogously to the classical elasticity tensor, and hence it is symmetric.
Furthermore, since Ψ is convex in ∇Γ tensor K must be positive definite, thereby ensuring
well-defined diffusion.

Before we formulate the hyperbolic-parabolic equations, we discuss the order and nature of
the variable Γ. In general, the order and physical meaning of an internal variable depends on
the system under study. In the classical theory of material damage, a scalar variable d ∈ [0, 1]
called a damage variable is introduced such that d = 0 corresponds to intact material, and d = 1
corresponds to fully fractured material (Maugin, 1992). However, in the context of our problem,
the incident shock wave introduces lateral shear in the brittle material because of Poisson’s ratio,
which is released by the arrival of the failure wave as a drop in shear strength. It is reasonable
then to assume that the difference in shear stress is driving the damage from a mechanical
point of view. So it is natural to introduce a second order tensor to describe the diffusion of the
damage Γ. Variable Γ represents the strain due to the 3D anisotropic fracture and microcracks.
The associated force (in this case a measure of shear stress) is given by the first equation of
(2.5).

For notational simplicity, we rewrite the symmetric rank two indices i, j of Γ as a single
index i = 1, . . . , [n(n + 1)]/2. This choice yields a rank four tensor K and rank two tensor Λ.

2.2. Coupled hyperbolic-parabolic equations

We are now in position to write down the system of partial differential equations of hyperbolic-
-parabolic type describing the formation and propagation of failure waves

ρ0
∂2U

∂t2
−∇ · S

∣∣∣
Γ=0
= ρ0r

∂D
∂Γ̇
+
δΨ

δΓ
= 0 (2.22)

where r(X, t) is a (specific) body force. Equation (2.22)1 describes the motion of the initial
nonlinear shock, hence we have a vanishing Γ.

By using the constitutive equations for functions Ψ and D, particularly equations (2.2),
(2.16), and (2.21), the coupled system3 (2.22) can be rewritten as

ρ0
∂2Ui
∂t2
− Cijkl

∂2Uk
∂Xj∂Xl

= ρ0ri

Λi′k′
∂Γk′

∂t
− ∂

∂Xj

(
Ki′jk′l

∂Γk′

∂Xl

)
= fi′(Um,n, Γm′ , Γm′,n)

(2.23)

where C|Γ=0 = C(∇U,Γ = 0) = C(∇U) is the elasticity tensor, f is a nonlinear function in its
arguments, and tensor K depends on the state vairables ∇U, Γ, ∇Γ. In the above equations,
3Strictly speaking there is one-way coupling only: the parabolic part is coupled with the hyperbolic

equation since the hyperbolic part is independent of variable Γ.
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’prime’ indices range from 1 to n(n+1)/2 while the rest range from 1 to n. In component form,
the elasticity tensor is given to be

Cijkl =
∂Sij
∂Uk,l

∣∣∣∣
Γ=0

= ρ0
∂2Ψ

∂Ui,j∂Uk,l

∣∣∣∣
Γ=0

Hence, we have obtained a nonlinear coupled hyperbolic-parabolic system of PDEs. It should
be realized that diffusion will be inactive (i.e. each term in equation (2.23)2 is identically zero)
if the stress due to initial impact does not overcome a certain threshold σ0.
System (2.23) is constrained by entropy inequality (2.10)

ZΓ̇ ­ 0

which only allows for physically admissible solutions.
The initial and boundary conditions that must accompany the system of equations (2.23)

are given to be

U(X, 0) = U0(X) Ut(X, 0) = U
1(X) Γ(X, 0) = Γ0(X) X ∈ B0 (2.24)

and

U
∣∣∣
x∈∂B0

= h1 Γ
∣∣∣
x∈∂B0

= h2 ∀t > 0 (2.25)

where the functions U0(X), U1(X), Γ0(X), h1, h2 are all given. The dynamics (2.23) of the
problem is completely determined by the two functions: Ψ and D.
For the full 3D problem, the internal variable Γ has 6 independent components, ∇Γ has 6×3

components, and hence the rank 4 symmetric tensorK has (19×18)/2 independent components.
We obtain a simple non-isotropic model for diffusion if we assume that the material under study
is isotropic, and consider a 1D shock wave in the longitudinal direction X

.
= X1; in such a

case the two lateral directions mirror one another. In addition, if we take a scalar variable Γ
to represent the damage, as done by Feng, then the matrix K reduces to a 3 × 3 matrix and
the matrix Λ reduces to a scalar, which we denote λ. Finally, we assume that the matrix K is
diagonalized in the longitudinal direction X and the two transverse components.

2.3. Feng’s model

By the considerations given in the preceding paragraph, we have U2 = U3 = 0, and the
unknown variables are written as U1

.
= U = U(X, t) and Γ = Γ (X, t). We obtain Feng’s

diffusive field equation as follows. We retain the definition of D and expand (2.3) to second
order around the natural undamaged state (i.e. ∇U = Γ = ∇Γ = 0). In this state, the forces
associated with state variables (i.e. equations (2.2) and (2.5)) vanish, and we assume that no
coupling exists between the state variables. Thus the free energy and dissipation function are
written as

ρ0ΨF =
c1
2
U2X +

c2
2
Γ 2 +

1

2
Kij∇iΓ∇jΓ +

c3
4
U4X ρ0DF =

1

2
λΓ̇ 2 (2.26)

where the constant c1 is the 1D linear elastic coefficient (e.g. Young’s modulus) and the con-
stant c3 specifies the nonlinear elastic properties. An expression for scalar c2 = c2(X, t) ­ 0 is
given by Feng (2000) depending on the principle eigenvalue of K (see also Chen et al., 2003).
Furthermore, we allow K to depend on the variables X and t.
With these specifications, equation (2.23)2 gives

λ
∂Γ

∂t
− ∂

∂Xj

(
Kij

∂Γ

∂Xi

)
= −c2Γ (2.27)
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For a nonzero λ, (2.27) can be written as

∂Γ

∂t
− ∂

∂Xj

(
Dij

∂Γ

∂Xi

)
= c4Γ (2.28)

where c4 = −c2/λ and Dij = (1/λ)Kij

D =

[
d1 0
0 d2

]
=

[
k1
λ 0

0 k2
λ

]
(2.29)

where the coefficients d2 and k2 are multiples of the identity matrix I2×2.
According to Feng, d1 determines the speed of the failure wave. We claim that d2 determines

the shard size in the damaged material. First, however, we discuss the evolution of d1 and d2
during the failure process.
In 2D projectile impact experiments in which a failure wave propagates as a spherical wave

outwards, it is known (Wei and Samulyak, 2014) that after the abrupt cessation of the failure
front isolated radial cracks start to form moving away from the impact point. We speculate that
similar phenomena for a planar shock impact should occur parametrically as the shock impact
is varied, with a transition from a failure wave to isolated cracks occurring at the critical shock
strength. To explain such behavior, we must have that during the propagation of the failure
wave, the speed of diffusion associated with d2, denoted vl (defined analoguosly to (2.30)), is
larger than the crack trip velocity v0. As the failure wave propagates away from the impact
point speed vl decreases until vl = v0 at which point the failure process stops, and the cracks
”escape” the percolation in the lateral direction and as, a result, isolated radial cracks begin.
Chen et al. (2003) observe that in order to obtain a planar failure wave in a uniaxially

compressed material: “percolation of microdamage [is] much faster in all the lateral (transverse)
directions than in the longitudinal direction...” (see Fig. 1). Hence, in terms of the diffusion
coefficients we must have d2 > d1 before the cessation of the failure wave. Chen et al. (2003),
however, model only the isotropic case by assuming d1 = d2, and they express d1 in terms of a
measure of shear stress. The point here is that according to their model the speed of the failure
wave is governed only by d1.
In diffusion-driven processes such as combustion, the speed of propagation is determined by

the reaction rate or, the equivalently reaction time, and the diffusion coefficient (Clavin and
Searby, 2016)

vf ≃
√
d1ω̇ or equivalently vf ≃

√
d1
τ

(2.30)

where ω̇ and τ are the reaction rate and reaction time, respectively. By identifying vf with the
speed of the failure wave obtained by experiments, we can calculate the reaction time. Moreover,
once vf is specified we are able to specify the width of the wave δ1 through

δ1
.
=
d1
vf

(2.31)

As a new analysis of existing experiments, we compare our theoretical predictions for the values of
τ and δ1 for K8 glass and soda lime glass with the experiments examined by Feng. Experimental
data are taken from plots of (Feng, 2000). We have interpreted τ as the time rise in the lateral
stress to find the experimental value of δ1.
Finally, we assert that the second eigenvalue d2 of tensor Dij determines the fineness of

fracture in the failed brittle material. If we define a measure of length δ2 in the following way

δ2
.
=
d2
vf
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Fig. 1. A schematic figure illustrating the percolation of microcracks in an elastically compressed brittle
material: (a) initial compression due to the incident shock wave; at t0 we have Γ = 0; (b) at a later
time t1 microcracks begin to appear; the damage field Γ 6= 0; (c) at t2 > t1 failure propagates into the
material due to microcrack nucleation shown here schematically as perpendicular to the incident shock;
percolation in X2-direction is faster than in X1-direction. The dashed line represents the failure front

Table 1. Comparison of model prediction with experimental data for K8 glass with
vf = 3320m/s, d1 = 6.6m

2/s. Gauge positioned at 4.5× 10−3m from the loading surface
τ [s] δ1 [m]

Experimental value 0.75 · 10−6 2.49 · 10−3
Theoretical prediction 0.6 · 10−6 2 · 10−3

Table 2. Comparison of model prediction with experimental data for soda lime glass with
vf = 3090m/s, d1 = 7.4m

2/s. Gauge positioned at 3.3 · 10−3m from the loading surface
τ [s] δ1 [m]

Experimental value 0.9 · 10−6 2.8 · 10−3
Theoretical prediction 0.8 · 10−6 2.4 · 10−3

then scalar δ2 gives an estimate for the fineness of fracture. Although, to the extent of our
knowledge, there are not any experimental measurements available for the shard size, it can be
measured in principle via impact experiments.

2.4. Clifton’s model

The theory of deflagration can be formulated as a strictly hyperbolic system as found in
(Courant and Friedrichs, 1999; Chorin and Marsden, 1990). However, if diffusion and finite
reaction rates are considered, then combustion is obtained in the sense given by Zeldovich: a
coupled hyperbolic-parabolic system of PDEs (Clavin and Searby, 2016; Bebernes and Eberly,
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2013). In the latter formulation of the theory, the flame propagates with finite width and the
flame speed depends on the diffusion coefficient and the reaction rate. In the absence of heat
transfer and assuming an infinite reaction rate leading to a sharp flame front, Zeldovich’s theory
reduces to the hyperbolic system. This same sharp front limit can be achieved with zero viscous
and thermal dissipations (Maugin, 1992; Courant and Friedrichs, 1999). We show that in this
zero dissipation limit for the propagation of the failure wave, Feng’s model reduces to Clifton’s
conservative model.
Clifton (1993) models the failure wave as a propagating phase boundary, which he calls

a transformation shock. According to Clifton, the phase change occurs across a sharp front.
Across the phase boundary, he imposes Rankine-Hugoniot conditions for the usual isentropic
conservation laws in one space dimension, and derives an expression for the speed of the front.
The task that lies before us, therefore, is to find the conditions under which the theory in
Section 2.2 reduces to the conservation laws proposed by Clifton.
Dissipation effects due to entropy production vanish for conservative systems, hence by taking

Λ→ 0, we obtain D = 0 in equation (2.16) – assuming Γ̇ is bounded on B0. Moreover, since the
entropy flux across the boundary Σ̇ must also vanish, we conclude

B = −ρ0
∂Ψ

∂∇Γ = 0

which implies K = 0, and

∂s

∂t
=
∂s(i)

∂t
= 0 (2.32)

Furthermore, by assuming the nonhomogenous term f to be identically zero, equation (2.23)2
trivially vanishes. We claim that equations (2.23)1 and (2.32), produce the 1D conservation laws
considered by Clifton.
It is sufficient to show that (2.32) is equivalent to the law of conservation of energy (Dafermos,

2005)

∂

∂t
ρ0
(
E + 1
2
v2
)
− ∂

∂X
(vS) = 0 (2.33)

where we have defined E as the internal energy, S is the scalar valued Piola-Kirchhoff stress,
and v = ∂U/∂t.
Gibbs equation with an internal variable reads (Lebon et al., 2008)

dE = Θ0ds+
1

ρ0
SdUX −AdΓ

with A = −ρ0∂Ψ/∂Γ in (2.5). However, by (2.14) we have A = 0. Thus, Gibbs equation reduces
to

dE = Θ0ds+
1

ρ0
SdUX (2.34)

Assuming E = E(s, UX) combined with (2.34) we obtain

∂E
∂t
= Θ0

∂s

∂t
+
1

ρ0
S
∂UX
∂t
= Θ0

∂s

∂t
+
1

ρ0
S
∂v

∂X

Therefore

∂

∂t
ρ0
(
E + 1
2
v2
)
= ρ0

∂E
∂t
+ ρ0v

∂v

∂t
= ρ0Θ0

∂s

∂t
+ S

∂v

∂X
+ v

∂S

∂X
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where we have used the balance of momentum equation ρ0∂v/∂t = ∂S/∂X. By substituting for
(2.32), we obtain the conservation of energy equation (2.33).
We have established the classical conservation laws

∂UX
∂t
− ∂v

∂X
= 0 ρ0

∂v

∂t
− ∂S

∂X
= 0 ρ0

∂

∂t

(
E + 1
2
v2
)
− ∂

∂X
(vS) = 0 (2.35)

In one space dimension, if we choose Γ = Vd and write Feng’s equation in form (2.27), then
the limit λ→ 0 implies DF = 0 and equation (2.32) is satisfied. Moreover, we assume that the
nonhomogeneous term is zero (i.e. c2 = 0) as postulated earlier; then by the above argument,
we obtain system (2.35) and, hence, Feng’s model reduces to the Clifton model.
Field equations (2.35) satisfy the Rankine-Hugoniot jump relations, which is the starting

point considered by Clifton for modeling failure waves. We have, therefore, demonstrated that
Clifton’s model can be recovered from Feng’s model in the limit Λ → 0. In this limit, the
entropy is constant and, therefore, entropy production associated with the irreversible process
of the growth of microcracks is zero over time, making Clifton’s model an idealization of the
process of the propagation of failure waves.

3. Variational principle and Lagrangian formalism

In this section we formulate a a novel variational principle which produces equations (2.23). We
show that minimizing the sum of the Lagrangian function and the dissipation function leads to
the equations of motion. Furthermore, we demonstrate that system (2.23) can be rewritten as
Lagrnage’s equations with dissipation similar to dissipative systems in classical mechanics.
We start with a simplified variational principle where all surface and boundary terms va-

nish. While this is only a special case, the main physical and mathematical insights still hold.
Appendix A presents the complete variational principle that includes all boundary terms, and
is formulated in terms of generalized coordinates.
For the body B0, define the total (Helmholtz) free energy ψ, the total kinetic energy K , and

the total dissipative function D

ψ =

∫

B0

ρ0Ψ dV K =
1

2

∫

B0

ρ0
∂Ui
∂t

∂Ui
∂t

dV D =
1

2

∫

B0

Λij Γ̇iΓ̇jdV

Furthermore, we define the Lagrangian L

L = ψ −K = L (∇U, U̇,Γ,∇Γ) =
∫

B0

L dV

With the above definitions, the variational principle for the equations of motion is

δI = δ

t2∫

t1

(L +D) dt = 0 (3.1)

where t1 and t2 represent fixed instants of time. The variation is taken with respect to the
displacement U and the internal variable Γ.
We demonstrate that variational principle (3.1) produces the system of equations (2.23).
We define the variation of the dissipation function δD in a similar fashion to Biot

δD =

∫

B0

ΛijΓ̇iδΓj dV (3.2)
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The justification of equation (3.2) becomes evident when we introduce generalized coordinates,
as done in Appendix A.
Thus,

t2∫

t1

(δD + δψ) dt− 1
2

t2∫

t1

δ

∫

B0

ρ0
∂Ui
∂t

∂Ui
∂t

dV dt = 0

t2∫

t1

{
δD +

∫

B0

ρ0
( δΨ
δUi

δUi +
δΨ

δΓi
δΓi
)
dV
}
dt−

t2∫

t1

∫

B0

ρ0
∂Ui
∂t

∂(δUi)

∂t
dV dt = 0

t2∫

t1

{
δD +

∫

B0

ρ0
[
−∇j ·

( ∂Ψ

∂Ui,j

)
δUi +

δΨ

δΓi
δΓi
]
dV
}
dt +

t2∫

t1

∫

B0

ρ0
∂2Ui
∂t2

δUi dV dt = 0

t2∫

t1

{∫

B0

(
−∇ · S+ ρ0

∂2U

∂t2

)
δU dV +

∫

B0

(
Λ · Γ̇+ ρ0

δΨ

δΓ

)
δΓ dV

}
dt = 0

Since the last equation holds for all variations δU and δΓ, we are left with the desired system
of equations (2.23) with r = 0.
Therefore, the associated Lagrange equations to variational principle (3.1), which is equiva-

lent to the governing system of PDEs (2.23), is written as

δL

δηi
− d

dt

(∂L

∂η̇i

)
+
∂D

∂η̇i
= 0 (3.3)

where we have defined the vector variable η = (U,Γ). Notice that the form of equation (3.3)
is identical to the form of Lagrange’s equations of motion in classical mechanics for dissipative
systems (Goldstein, 1965).
There exist dissipative Hamiltonian and bracket formulations corresponding to the above

dissipative Lagrangian system. The construction of said formalisms can be found in the thesis
of the first author.

4. Linear theory

In this Section, we linearize equations (2.23) and note the interaction of the reversible effects
upon the irreversible process of material failure.
We begin by requiring that the free energy Ψ be a quadratic form in ∇U and Γ and quadratic

in ∇Γ as follows

ρ0Ψ =
1

2
C · (∇U · ∇U) + b · (∇U · Γ) + 1

2
c · (Γ · Γ) + 1

2
K · (∇Γ · ∇Γ) (4.1)

where C is the (linear) elasticity tensor, b are the constant coupling reversible effects to the
irreversible ones, and c is a dissipative constant. Clearly, the four coefficients in equation (4.1) are
given in terms of Taylor’s formula. Moreover, we retain the definition of the quadratic dissipation
function D as given in (2.16). We notice that by adding a nonlinear quartic term in ∇U and
setting b = 0, we obtain the free energy for Feng’s model in three dimensions (compare with
(2.26)).
With the above identifications, we substitute the Lagrangian function

L =

∫

B0

ρ0
(
Ψ − 1
2

∂Ui
∂t

∂Ui
∂t

)
dV
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and dissipation function D into equations of motion (3.3) to obtain

ρ0
∂2U

∂t2
−∇ · (C · ∇U) = 0

Λ
∂Γ

∂t
−∇ · (K∇Γ) + b∇U+ cΓ = 0

(4.2)

where we have evaluated ρ0∂Ψ/[∂(∇U)] at Γ = 0 in equation (4.2)1. In the above linear system
of PDEs, we have obtained a linear diffusion equation coupled to a linear wave equation.

We notice that for a nonzero b, equation (4.2)2 picks up the reversible contribution b∇U,
as observed. Hence, for b = 0, equation (4.2)2 is purely dissipative with no additional elastic
effects, which is precisely what Chen et al. (2003) consider in their model: “The failure wave
behind the shock wave front will not cause additional strain at the macroscopic level under the
plate impact conditions...”.

The constant tensor b, therefore, measures the coupling of the irreversible effects to the
reversible effects. One expects that in an ideal situation, the constant b should be set to zero, but
due to varying material properties and/or different experimental configurations, residual elastic
effects in the dissipative process may appear as a result, hence a non-zero b. This observation
explains the inconsistencies in the data observed by Feng as they pertain to the rise in the
longitudinal strains behind the failure wave (Feng, 2000).

5. Conclusions

We have formulated a theory describing failure waves in a brittle elastic material at a continuum
level based on a thermodynamically consistent theory. We have subsumed and extended in our
analysis a prior model proposed by Feng for brittle fracture, and we have recovered Clifton’s
model in the dissipationless limit. Our analysis reveals the importance of the coefficient of lateral
diffusion d2 in determining both the shard size and the transition from failure waves to isolated
cracks. In this work, we have combined and modified several methodologies previously developed
in the context of thermoelascticty, IVT, and irreversible thermodynamics.

In summary, we developed a constitutive theory and the equations of motion in the context
of two fundamental thermodynamic functions: the (Helmholtz) free energy Ψ and a dissipa-
tion function D. Feng’s model is recovered by specific choices of the potentials Ψ = ΨF and
D = DF defining the constitutive theory. Clifton’s model, in turn, can be recovered from Feng’s
by taking the limit Λ→ 0. Our two-function approach gives rise to a variational principle and a
Lagrangian formalism. Finally, we presented a linear theory to gain insight into the interaction
of the reversible and irreversible processes, and discussed its experimental manifestation.

A. Appendix

In this appendix, we derive Lagrange’s equations (3.3) in generalized coordinates from a variatio-
nal principle that includes boundary terms. We adapt Biot’s method (Biot, 1970) for formulating
a variational principle for thermoelasticity to our problem.

We begin by stating the complete variational principle

δ

t2∫

t1

(ψ −K +D) dt =

t2∫

t1

R dt (A.1)
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where

R =

∫

∂B0

(SijnjδUi −BijnjδΓi) dA+
∫

B0

ρ0riδUi dV

We start by expressing the unknown vectors U and Γ in terms of k generalized coordinates
q = (q1, . . . , qk). We write

U = U(q1, . . . , qk,X, t) Γ = Γ(q1, . . . , qk,X, t) (A.2)

The variations of variables U and Γ are given in terms of variation δq

δUi =
∂Ui
∂qj

δqj δΓi =
∂Γi
∂qj

δqj (A.3)

First, we look at
∫
B0
Λij Γ̇iδΓj dV

∫

B0

ΛijΓ̇iδΓj dV =

∫

B0

Λij Γ̇i
∂Γj
∂qm

δqm dV =

∫

B0

Λij Γ̇i
∂Γ̇j
∂q̇m

δqm dV

=
∂

∂q̇m

∫

B0

1

2
Λij Γ̇iΓ̇jδqm dV for

∂Γj
∂qm
=
∂Γ̇j
∂q̇m

So, if we define

D =
1

2

∫

B0

Λij Γ̇iΓ̇j dV (A.4)

we obtain
∫

B0

Λij Γ̇iδΓj dV =
∂D

∂q̇m
δqm

.
= δD (A.5)

Next, we examine the variation of ψ. We assume that ψ is independent of the generalized
velocities q̇. Moreover, below we keep the boundary terms when integrating by parts

δψ = ρ0

∫

B0

( ∂Ψ

∂Ui,j
δUi,j +

∂Ψ

∂Γi
δΓi +

∂Ψ

∂Γi,j
δΓi,j

)
dV

=

∫

B0

(
−Sij,jδUi + ρ0

δΨ

δΓi
δΓi
)
dV +

∫

∂B0

(TiδUi −BijnjδΓi) dA =
∂ψ

∂qm
δqm

with Ti = Sijnj is the force per unit area applied at the boundary of B0, and Bij = −ρ0∂Ψ/∂Γi,j
is associated with the entropy flux (see Section 2.1). In addition, we define the generalized
force Qi as

Qi =

∫

∂B0

(
Tj
∂Uj
∂qi
−Bljnj

∂Γl
∂qi

)
dA+

∫

B0

ρ0rj
∂Uj
∂qi

dV

where r(X, t) is a body force (see Section 2.2), so that

R = Qiδqi
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Lastly, we look at the variation of the kinetic energy K . In Section 3, we calculated δK

−δK =

∫

B0

ρ0ÜiδUi dV =

∫

B0

ρ0Üi
∂Ui
∂qm

δqm dV

Since ∂Ui∂qm =
∂U̇i
∂q̇m
, we obtain

Üi
∂Ui
∂qm
=

d

dt

(
U̇i
∂U̇i
∂q̇m

)
− U̇i

∂U̇i
∂qm

Thus, we arrive at

−δK =

∫

B0

ρ0ÜiδUi dV =
{ d
dt

(∂K

∂q̇m

)
− ∂K

∂qm

}
δqm

Finally, by substituting the above three variations into variational principle (A.1) we obtain

δ

t2∫

t1

(ψ −K +D) dt =

t2∫

t1

[∂ψ
∂qi
+
d

dt

(∂K

∂q̇i

)
− ∂K

∂qi
+
∂D

∂q̇i

]
δqi dt =

t2∫

t1

Qiδqi dt

Since the time interval [t1, t2] is arbitrary, we are left with

d

dt

(∂K

∂q̇i

)
− ∂K

∂qi
+
∂D

∂q̇i
+
∂ψ

∂qi
= Qi (A.6)

We can rewrite equation (A.6) in the form of Lagrange’s equations with dissipation by first
introducing the full potential energy of the system

V =
∫

B0

ρ0Ψ dV +

∫

B0

ρ0rjUj dV +

∫

∂B0

(TiUi −BijnjΓi) dA

and defining the Lagrangian L
.
= V −K

δL

δqi
− d

dt

(∂L

∂q̇i

)
+
∂D

∂q̇i
= 0 (A.7)

This concludes the derivation.
We note that by substituting the expression for the variations of ψ,K and D into variational

principle (A.1), we obtain the full nonlinear system (2.23).

Acknowledgements

The authors thank Roman Samulyak for his helpful comments. Hamid Said wishes to thank the

generous support of Kuwait University through the graduate scholarship. James Glimm’s research is

supported in part by the Army Research Organization, award #W911NF1310249.

References

1. Beardsley C.L., Anderson D.D., Marsh J.L., Brown T.D., 2005, Interfragmentary surface
area as an index of comminution severity in cortical bone impact, Journal of Orthopaedic Research,
23, 3, 686-690

2. Bebernes J., Eberly D., 2013, Mathematical Problems from Combustion Theory, Applied Ma-
thematical Sciences, Vol. 83, Springer Science & Business Media



A continuum description of failure waves 673

3. Biot M.A., 1955, Variational principles in irreversible thermodynamics with application to visco-
elasticity, Physical Review, 97, 6, 1463

4. Biot M.A., 1956, Thermoelasticity and irreversible thermodynamics, Journal of Applied Physics,
27, 3, 240-253

5. Biot M.A., 1970, Variational Principles in Heat Transfer: a Unified Lagrangian Analysis of Dis-
sipative Phenomena, DTIC Document

6. Bless S.J., Brar N.S., 2007, Failure waves and their effects on penetration mechanics in glass
and ceramics, [In:] Shockwave Science and Technology Reference Library, 105-141, Springer

7. Bourne N.K., Rosenberg Z., 1996, The dynamic response of soda-lime glass, Proceedings of the
Conference of the American Physical Society Topical Group on Shock Compression of Condensed
Matter, 370, 1, 567-572

8. Callister W.D., Rethwisch D.G., 2011,Materials Science and Engineering, Vol. 5, John Wiley
& Sons, NY

9. Chen Z., Feng R., Xin X., Shen L., 2003, A computational model for impact failure with shear-
-induced dilatancy, International Journal for Numerical Methods in Engineering, 56, 14, 1979-1997

10. Chorin A.J., Marsden J.E., 1990, A Mathematical Introduction to Fluid Mechanics, 3rd edit.,
Springer

11. Clavin P., Searby G., 2016, Combustion Waves and Fronts in Flows: Flames, Shocks, Detona-
tions, Ablation Fronts and Explosion of Stars, Cambridge University Press

12. Clifton R.J., 1993, Analysis of failure waves in glasses, Applied Mechanics Reviews, 46, 12,
540-546

13. Courant R., Friedrichs K.O., 1991, Supersonic Flow and Shock Waves, Applied Mathematical
Sciences, Vol. 21, Springer Science & Business Media

14. Dafermos C., 2005, Hyperbolic Conservation Laws in Continuum Physics, Springer-Verlag, Berlin

15. Feng R., 2000, Formation and propagation of failure in shocked glasses, Journal of Applied Physics,
87, 4, 1693-1700

16. Feng X.W., Liu Z.F., Chen G., Yao G.W., 2012, Experimental investigation on delayed failure
of alumina under shock compression, Advances in Applied Ceramics, 111, 4, 237-242

17. Fung Y.-C., Tong P., 2001,Classical and Computational Solid Mechanics, Vol. 1, World Scientific

18. Goldstein H., 1965, Classical Mechanics, Pearson Education India

19. Gurtin M.E., Fried E., Anand L., 2010, The Mechanics and Thermodynamics of Continua,
Cambridge University Press

20. Kanel G.I., Rasorenov S.V., Fortov V.E., 1991, The failure waves and spallations in homo-
geneous brittle materials, Shock Compression of Condensed Matter, 199, 1, 451-454

21. Kanel G.I., Razorenov S.V., Savinykh A.S., Rajendran A., Chen Z., 2005, A study of
the failure wave phenomenon in glasses compressed at different levels, Journal of Applied Physics,
98, 11, 113523

22. Lebon G., Jou D., Casas-Vázquez J., 2008, Understanding Non-Equilibrium Thermodynamics,
Springer

23. Lee J.J.-W., Constantino P.J., Lucas P.W., Lawn B.R., 2011, Fracture in teeth a diagnostic
for inferring bite force and tooth function, Biological Reviews, 86, 4, 959-974

24. Liebe T., Steinmann P., Benallal A., 2001, Theoretical and computational aspects of a ther-
modynamically consistent framework for geometrically linear gradient damage, Computer Methods
in Applied Mechanics and Engineering, 190, 49, 6555-6576

25. Marsden J.E., Hughes T. Jr., 1994, Mathematical Foundations of Elasticity, Courier Corpora-
tion



674 H. Said, J. Glimm

26. Maugin G.A., 1990, Internal variables and dissipative structures, Journal of Non-Equilibrium
Thermodynamics, 15, 2, 173-192

27. Maugin G.A., 1992, The Thermomechanics of Plasticity and Fracture, Vol. 7, Cambridge Univer-
sity Press

28. Murakami S., 2012, Continuum Damage Mechanics: a Continuum Mechanics Approach to the
Analysis of Damage and Fracture, Springer

29. Nedjar B., 2002, A theoretical and computational setting for a geometrically nonlinear gradient
damage modelling framework, Computational Mechanics, 30, 1, 65-80

30. Neuberg J.W., Tuffen H., Collier L., Green D., Powell T., Dingwell D., 2006, The
trigger mechanism of low-frequency earthquakes on Montserrat, Journal of Volcanology and Geo-
thermal Research, 153, 1, 37-50

31. Partom Y., 1998, Modeling failure waves in glass, International Journal of Impact Engineering,
21, 9, 791-799

32. Rayleigh L., 1945, Theory of Sound, Vol. 1, Macmillan, London, reprinted 1945 by Dover, New
York

33. Sapozhnikov O.A., Maxwell A.D., MacConaghy B., Bailey M.R., 2007, A mechanistic
analysis of stone fracture in lithotripsy, The Journal of the Acoustical Society of America, 121, 2,
1190-1202

34. Walley S.M., 2013, An introduction to the properties of silica glass in ballistic applications,
Strain, 50, 470-500

35. Wei H., Samulyak R., 2014, Mass-conservative network model for brittle fracture, Journal of
Coupled Systems and Multiscale Dynamics, 2, 2, 79-90

36. Zhang Z.-X., 2016,Rock Fracture and Blasting: Theory and Applications, Butterworth-Heinemann

37. Ziegler H., 2012, An Introduction to Thermomechanics, Vol. 21, Elsevier

Manuscript received April 27, 2017; accepted for print October 26, 2017



JOURNAL OF THEORETICAL

AND APPLIED MECHANICS

56, 3, pp. 675-686, Warsaw 2018
DOI: 10.15632/jtam-pl.56.3.675

SMOOTHED PARTICLE HYDRODYNAMICS MODELLING OF THE
RAYLEIGH-PLATEAU INSTABILITY

Michał Olejnik, Kamil Szewc
Institute of Fluid-Flow Machinery, Polish Academy of Sciences, Gdańsk, Poland

e-mail: michal.olejnik@imp.gda.pl; kamil.szewc@gmail.com

The break-up of liquid ligaments and formation of droplets are elementary phenomena in
multiphase flows which are of high importance in industrial and medical applications. From
the numerical point of view, they require proper interface and surface tension treatment.
In the present work, we apply Smoothed Particle Hydrodynamics, a meshless approach, to
simulate the break-up of a liquid cylinder inside the gaseous phase, i.e. the Rayleigh-Plateau
instability. Results obtained in 3D show that even a relatively coarse resolution allows one
to predict correctly the size of droplets formed in the process. The detailed analysis of the
break-up time in 2D setup implies that a certain level of spatial discretisation needs to be
reached to determine this moment precisely.

Keywords: meshless methods, SPH, capillary jet break-up, interfacial flows

1. Introduction

Multiphase flows have been of interest for both academic and industrial communities for a
long period of time. Accurate interface tracking and surface tension modelling are of particular
importance due the influence on the flow solution as a whole. Another challenge has been the
ability to properly treat high density ratios, frequently appearing in industrial problems. Over
the years, many different approaches have been developed to tackle this matter, including Volume
of Fluid, Level Set and Front Tracking methods, for a comprehensive overview see the handbook
by Tryggvason (2011).
Among existing methods for fluid flow modelling, Smoothed Particle Hydrodynamics (SPH)

remains a relatively new alternative. It is a particle based meshless method of Lagrangian nature.
SPH was originally developed in the 1970s for astrophysical problems, and later adapted for fluid
mechanics simulations (Monaghan, 2012), where it gained more and more interest over the recent
years. Branches where its meshless nature is notably favorable are free-surface flows (Violeau and
Rogers, 2016) and general two-fluid flows with interfacial surfaces (Das and Das, 2010b; Szewc
et al., 2013; Olejnik et al., 2016). SPH advantages in the latter case are mainly the easiness
in dealing with high density ratios and straightforward treatment of the interface. Recently,
applications of SPH have appeared in the area of microfluidics (Wieth et al., 2016).
In the present paper, we focus on a particular application of SPH to interfacial flows which

is the Rayleigh-Plateau (R-P) instability. This fundamental phenomenon leads to atomisation of
liquid jets and, likewise, the Kevin-Helmholtz instability (Boeck et al., 2007) is one of the basic
mechanisms of the regime change in complex multiphase flows. Another area where breaking-up
liquid ligaments is of high concern is the formation of droplets of a desired size in drug delivery
and lab-on-a-chip devices (Abate et al., 2009; Guzowski et al., 2013). In our work, we test
feasibility of SPH in these problems. Although attempts in this matter have already been made
for the case of gravity-driven dripping break-up, see Sirotkin and Yoh (2012), they focused on
qualitative results and influence of dimensionless numbers. In the present study, we pay special
attention to the resolution needed for accurate prediction of the liquid ligament break-up time.
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2. SPH for multiphase flows

2.1. Basics of the method

The general idea behind SPH lies in interpolation theory. Let us consider any scalar (for
simplicity) field A. The integral formula

A(r) =

∫

Ω

A(r′)δ(r − r′)dr′, (2.1)

where δ(r) is the Dirac delta function, can be used to express the field value at the point r in
space Ω. To obtain SPH approximation, we first replace δ(r) with the weighting kernel func-
tion W (r, h) which should be normalised, symmetrical and converging to δ(r) with h→ 0 (Mo-
naghan, 1992). Argument h is the so-called smoothing length and it determines the interpolation
range. In our work, we use the quintic kernel proposed by Wendland (1995)

W (r, h) = C






(
1− q

2

)4
(2q + 1) for q < 2

0 otherwise
(2.2)

where q = |r|/h and C is the normalisation constant (C = 7/4πh2 in 2D and C = 21/16πh3
in 3D), as guaranteeing good stability of computations (Dehnen and Aly, 2012; Szewc et al.,
2012a).
The second step consists in discretisation of the space into a set of particles of the volume

Ωb = mb/̺b, where mb is mass and ̺b is density of the b-th particle. As a result, the integral
from Eq. (2.1) is approximated by a sum, i.e.

A(r) ≃
∑

b

A(rb)W (r− rb, h)Ωb (2.3)

In the shorthand notation, the SPH approximation 〈A〉a of the field A at any point a is defined
as

〈A〉a =
∑

b

AbWab(h)Ωb (2.4)

where Ab = A(rb) and Wab(h) = W (ra − rb, h). Thanks to the properties of W (r, h), differen-
tiation can be shifted from the field to the kernel function yielding

〈∇A〉a =
∑

b

Ab∇Wab(h)Ωb (2.5)

Further derivatives can be obtained in a similar way.
Using the above method, various kinds of differential equations can be rewritten into the SPH

formalism and solved by calculating interactions between particles, hence its wide application.
More detailed information on the derivation of SPH and basics of the method can be found in
the handbook by Violeau (2012).

2.2. Governing equations

The set of governing equations for viscous flow consists of the Navier-Stokes (momentum)
equation

du

dt
= −1

̺
∇p+ µ

̺
∆u+ a (2.6)
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and the continuity equation

d̺

dt
= −̺∇ · u (2.7)

where u denotes the velocity vector, ̺ is fluid density, p is pressure and µ is dynamic viscosity.
In Eq. (2.6), a stands for the interfacial term, detailed in Section 2.3. Due to the Lagrangian
nature of SPH, we also include the advection equation

dr

dt
= u (2.8)

Depending on the purpose and assumptions, different SPH formalisms for the fluid flow can be
obtained by using Eqs. (2.4) and (2.5). In the present study, we use a formulation proposed by
Hu and Adams (2006). To the best of our knowledge, their approach is well suited for modelling
multiphase flows with large density ratios (Szewc et al., 2012b). The pressure term in Eq. (2.6)
will become

〈∇p
̺

〉

a
=
1

ma

∑

b

(pa
θ2a
+
pb
θ2b

)
∇aWab(h) (2.9)

where θ is the inverse of the particle volume. The viscous term of Eq. (2.6), obtained by combining
SPH formalism and Finite Difference Method, takes the form

〈µ
̺
∆u

〉

a
=
1

ma

∑

b

2µaµb
µa + µb

( 1
θ2a
+
1

θ2b

)rab · ∇aWab(h)
r2ab + 0.01h

2
uab (2.10)

where uab = ua − ub. The key feature of the approach proposed by Hu and Adams (2006) is
the treatment of the continuity equation. Instead of rewriting Eq. (2.7) into the SPH language,
density is found from

〈̺〉a = ma
∑

b

Wab(h) = maθa (2.11)

This allows the density field to be represented only by the spatial distribution of particles and not
by their masses. Thanks to this, densities of particles near the interface are not affected by the
other fluid, which is important in multiphase flow modelling. Note that Eq. (2.11) requires the
whole domain to be filled with SPH particles, hence it is not suitable for multiphase computations
in which the lighter phase is neglected, e.g. see the approach proposed by Ordoubadi et al. (2017).
In this work, we use the Weakly Compressible SPH approach (WCSPH). The set of equations

is closed with the state equation

p =
s2̺0
γ

[( ̺
̺0

)γ
− 1

]
(2.12)

where s is the artificial speed of sound, ̺0 is the reference (initial) density and γ is a numerical
parameter. Values of c and γ are chosen to ensure density fluctuations at a level of 1% or below.
In multiphase flow modelling, it is a common practice to treat the liquid as incompressible with
γ = 7, and the gas as compressible with γ = 1.4. We follow this approach in this study.

2.3. Surface tension

The influence of surface tension is modelled with the Continuum Surface Force method
(CSF), originally proposed by Brackbill et al. (1992), with SPH implementation due to Morris
(2000). In this approach, surface tension forces are converted into a force per unit volume

Fs = fsδs (2.13)
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where δs is a suitably chosen surface delta function and

fs = σκn̂ (2.14)

is the force per unit area, σ is the surface tension coefficient, κ is the local curvature of the
interface and n̂ is the unit vector normal to the interface. Using the so-called color function c
(say, c = 0 for the first phase and c = 1 for the second one) n̂ can be calculated using the formula

n̂ =
n

|n| =
∇c
|∇c| (2.15)

The vector n is obtained from

na = ̺a
∑

b

(c̃b − c̃a)∇aWab(h)Ωb (2.16)

where c̃ stands for the smoothed color function, i.e.

c̃a =
∑

b

cbWab(h)Ωb (2.17)

The local curvature is obtained from

κ = −∇ · n̂ (2.18)

Assuming that δs = |n|, the influence of surface tension can be included in Eq. (2.6) by adding
the term

aa =
σ

̺a
κana (2.19)

Following Morris (2000), we also exclude from calculations of surface tension effects particles
for which |na| is below the threshold of 0.01/h. This greatly improves accuracy of curvature
estimation on fringes of the interfacial area.

2.4. Interface correction

As already mentioned, SPH does not require any special treatment of the interface. In some
cases, however, particles of two immiscible phases can penetrate into the bulk of the other phase.
This is particularly visible in problems involving high density ratios. To prevent this unphysical
phenomenon, we enforce a small repulsive interaction between different phases (Szewc et al.,
2013), by adding to Eq. (2.6) the term

Ξa =
ε

ma

∑

b

cb 6=ca

( 1
θ2a
+
1

θ2b

)
∇aWab(h) (2.20)

where ε is a numerical parameter. This correction, however, may change the characteristics
of the flow if used improperly. Detailed analysis of this approach and the spurious interface
fragmentation in the case of gas bubbles rising in the liquid can be found in the work of Szewc
et al. (2015).
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3. Results

In order to validate the SPH approach for modelling of the break-up of liquid jets, we decided
to perform simulations of the case presented by Dai and Schmidt (2005). We consider a fully
periodic, cubic domain of the edge of length L containing a column of liquid l surrounded by
the gaseous phase g. The column is placed in the centre of the domain according to

(
y − L

2

)2
+
(
z − L

2

)2
¬ r20 (3.1)

where r0 = 0.1L and x ∈ [0, L]. The density and viscosity ratios are respectively ̺l/̺g = 1000
and µl/µg = 100. The initial perturbation of the liquid velocity field is given as

ux = u0 sin
2πx

L
uy = 0 uz = 0 (3.2)

where u0 is the initial velocity amplitude. Dimensionless numbers describing this case are the
Weber number

We =
̺lr0u

2
0

σ
(3.3)

and the Reynolds number

Re =
̺lu0r0
µl

(3.4)

In our study, we take We = 1.4 and Re = 18. The time is made dimensionless with

tc =

√
̺l(r0)D

σ
(3.5)

where D stands for the number of spatial dimensions. In the 2D case, we simply consider the
central slice of the domain in the xy plane.
In the present study, instead of raw particles data we analyse data interpolated onto a regular

grid. The reason for this is that the studied phenomena involve very thin liquid ligaments.
Even for relatively fine resolution positions of SPH particles may be slightly perturbed, which
creates impression of a misshapen interface. The grid used for post-processing has the cell size
of ∆r, which is the initial spacing between the particles. The interpolation is performed with
SPH formulation with the same weighting function, i.e. the Wendland kernel, that has been
employed in calculations. This way, without distorting any information, detailed analysis is
made significantly easier. Since in this work the shape of the interface is of utmost interest, we
treat it as the isoline or isosurface of the color function c = 0.5. To obtain the isoline/isosurface
Python libraries Matplotlib (2D cases, (Hunter, 2007)) and Mayavi (3D cases, (Ramachandran
and Varoquaux, 2011)) have been used. Figure 1 shows an exemplary result of such treatment.

3.1. 3D case

The SPH simulations have been performed for L/h = 64 and L/h = 128 with h/∆r = 1.5625
which resulted in 106 particles filling the whole domain, while 31 600 of them were forming the
liquid cylinder for the lower resolution, and 8 · 106 to 252 800 respectively for the higher one.
Figure 2 presents results obtained from SPH simulation with L/h = 64 for different values
of the interface sharpness correction term, Eq. (2.20), against the reference material (Dai and
Schmidt, 2005). The general agreement is good, however, some discrepancies can be observed at
later stages of simulations. The ligament break-up for SPH calculations occurs around t+ = 5.5,
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Fig. 1. Positions of SPH particles representing the liquid vs. isosurface of the color function c = 0.5
interpolated onto a uniform grid

while for the reference material it is t+ = 6.49. The main reason for this discrepancy is that
in the SPH computations we do not use the Adaptive Mesh Refinement (AMR) or any similar
techniques, contrary to calculations by Dai and Schmidt (2005). We should also mention that
in the cited work, due to the use of AMR, the break-up time was defined as the moment
when the liquid ligament between droplets reaches radius of 0.05r0. Note that AMR in grid-
-based methods is a standard technique, while in SPH it is still a novelty in development, see
Vacondio et al. (2016) or Olejnik et al. (2017). Furthermore, with an increase in the value of ε
we observe a decrease in the diameter of the liquid bridge between the droplets at t+ = 4.49.
This tendency is the outcome of additional interfacial pressure repelling phases from each other,
see Eq. (2.20). The quantitative comparison is shown in Fig. 3. It shows the disturbance growth
process quantified as

rmax(t)− r0
r0

(3.6)

where rmax(t) is the maximum distance of the liquid phase measured from the axis of symmetry.
The results show high agreement with the reference data, independently of the value of ε used.
The higher resolution also does not yield significantly different results. We can conclude that
even a coarse resolution is sufficient to correctly predict the size of formed droplets. As shown
in Fig. 4, the resolution does influence their shape. For L/h = 128, the curvature of the central
droplet is lower than for L/h = 64. All in all, the quality of SPH simulation of the considered
case proves that the method is suitable for simulations of the capillary jet break up provided
that the resolution is high enough. The issue of the interface correction term and its influence
on the flow requires further investigation.

3.2. 2D case

Since SPH simulations in 3D are costly, for the purpose of a more detailed analysis we
decided to settle on the 2D setup. To determine the influence of the resolution on the moment
of break-up, the calculations have been performed for h/∆r = 2 and different values of the
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Fig. 2. Results of SPH simulation of the R-P instability without the interface sharpness correction
term (1st row), with ε = 0.5 (2nd row) and ε = 0.75 (3rd row). The 4th row presents the reference data

of Dai and Schmidt (2005) reprinted with the permission from Elsevier
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Fig. 3. Disturbance growth in time; SPH results compared to the reference material from
Dai and Schmidt (2005)

Fig. 4. Results of SPH simulation of the R-P instability without the interface sharpness correction term
for L/h = 64 (top row) and L/h = 128 (middle row). In comparison to the reference data of

Dai and Schmidt (2005) reprinted with the permission from Elsevier
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smoothing length, i.e. L/h = 64, 128, 256, 384 and 512. Figure 5 shows the evolution of the
interface in the simulation for L/h = 512. We defined the break-up time as the moment when
the color function drops to the value c = 0.5 in any of the points situated on the symmetry line
of the liquid column. An example of the interface shape and the values of the color function at
such a moment are presented in Fig. 6. As shown in Fig. 7, the outcome is highly dependent
on the resolution. For the highest values of h the dependency is almost linear, i.e. the lower
resolution, the earlier moment of break-up. Beginning from L/h = 256, the growth is barely
visible, and it is safe to assume that this resolution is sufficient to fully resolve the flow without
computational overhead. Analysis of the disturbance growth in time, defined with Eq. (3.6),
confirms this statement. We see that the three highest resolutions tested are in agreement and
hard to distinguish while the three lowest ones tend to diverge from them, especially in the later
stage of simulation.

Fig. 5. Evolution of 2D R-P instability. Result of SPH simulation for L/h = 512

Fig. 6. Definition of the break-up time in SPH simulations; example for L/h = 256. Shape of the
interface (left) and color function profile (right) at t+ = 1.684
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Fig. 7. Dependency of the dimensionless moment of break-up on the resolution

Fig. 8. Disturbance growth in time in the 2D case

4. Conclusions

In the present study, we have successfully applied SPH to simulations of the R-P instability.
Results obtained in the 3D case showed that SPH can predict droplets size with a comparable
accuracy as a mesh based method using AMR, despite the relatively low resolution used. Analysis
of the break-up time in 2D, however, showed that resolution needs to be on a relatively high level
to correctly predict this moment. It is worth to note that thanks to the GPU parallelisation,
for which SPH is exceptionally suitable (Szewc, 2014), it is still affordable for a desktop class
computer.

The method proposed in this paper can naturally be extended for other situations involving
generations of microdroplets in the so-called lab-on-a-chip devices (Guzowski et al., 2013). The
presence of solid boundaries in such devices is not an issue since reliable implementations of
boundary conditions in SPH already exist (Adami et al., 2012). Recent works also show that
the wetting phenomena and contact angles can be properly treated within SPH framework (Das
and Das, 2010a; Yeganehdoust et al., 2016). This makes SPH an interesting alternative to the
traditional mesh based codes as a tool for engineering simulations. Optimisation of devices for
e.g. precise and repeatable delivery of microdroplets sequences (Abate et al., 2009) can readily
be performed with SPH.
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The article presents an experimental study of a system consisting of a piezoelectric energy
harvesting device, Graetz bridge rectifier, capacitor, voltage comparator and radio trans-
mitter. In the presented experimental study, the recovered electrical energy is accumulated
in the capacitor and is used to send signals by a radio transmitter. In the first part, the
application of piezoelectric energy harvesting devices based on the cantilever beam in wire-
less monitoring systems is discussed. In the second part, the mathematical model of energy
conversion in the piezoelectric energy harvesting devices is presented. In the third part, the
characteristics obtained during laboratory research are presented.

Keywords: piezoelectric energy harvesting, piezoelectric composite, wireless sensor, vibration

1. Introduction

An effective monitoring of some building structures demands measurements of selected para-
meters in many places of the monitored structure. Such a problem exists, among other things,
in Structural Health Monitoring (SHM) systems, which are used for behaviour monitoring of
several objects, e.g. bridges, aircrafts, ships (Lynch and Lohg, 2006). SHM systems can be com-
posed of tens or hundreds of sensors, each of which has to be powered. The monitoring system
of three bridges in Hong Kong: Tsing Ma, Ting Kau and Kap Shui Mun contains 300 sensors
measuring several variables (deformations, displacements, acceleration, temperature) (Chan et
al., 2006). The monitoring system containing 63 sensors measures the stress in the girders of
Taylor bridge in Canada (Kim et al., 2007). The monitoring system of the span vibration of
Golden Gate bridge in the USA contains 64 sensors (De Roeck et al., 2000). The conventional
supply of sensors in such a monitoring system requires the use of either kilometres of wires or a
large number of batteries. It should also be noted that in the case of batteries, there is a neces-
sity to replace these batteries, which increases operating costs of monitoring systems and makes
the whole system not eco-friendly (Soobum et al., 2009). Hence, nowadays, the development of
wireless power of sensors is needed in the monitoring systems.

The use of natural properties of piezoelectric materials to conversion of mechanical energy
into electric energy in places where sensors are mounted is a promising field of wireless power
development. The piezoelectric effects are used to active damping of vibration, see e.g. (Pietrza-
kowski, 2000; Przybyłowicz, 1999). The direct piezoelectric effect in piezoelectric materials is
the base of building devices converting energy called piezoelectric generators. The generators, in
which the main element is a cantilever beam composed of piezoelectric materials and carrying
materials, are one of the structures which can be used for energy harvesting from the mechanical
vibration of a building. The subject of recent examinations are piezoelectric beam generators
constructed from a basic material which does not indicate piezoelectric characteristics, e.g. steel,
and from a piezoelectric material which can be piezoelectric ceramic, e.g. PZT-4H (Roundy and
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Wright, 2004), composite made from piezoelectric ceramics and polymer warp, e.g. MFC (Upa-
drashta and Yang, 2016), piezoelectric polymer e.g. PVDF (Li et al., 2016) or a structure made
of nanowires (Yu et al., 2012).

The use of relatively flexible piezoelectric composite materials allows one to subject the
generator beams to loads varying over time which cause large strains of piezoelectric elements
(Yang and Tang, 2009). Macro Fiber Composite (MFC) is one of the piezoelectric composites
which is used in the piezoelectric generators. MFC contains the piezoceramic phase in the form
of square cross-section fibers placed in the polymer matrix. The piezoelectric MFC composite
is usually joined with the base material by means of gluing. The latest research indicates that
the maximum electrical power harvested by the generator in which the cantilever beam is made
of the MFC and of the steel base material is up to a few mW. For example, the piezoelectric
beam generator contains MFC of the following dimensions: 85×28×0.3 mm, presented in (Song
et al., 2014), produces 1.7mW for a frequency of 30Hz, which was the resonant frequency of
that generator.

The range of harvested electric power restricts the field of potential applications to supply
miniaturized electronic devices with an ultra low power demand. The ideal schema of a typical
wireless sensor node powered by the piezoelectric generator is presented in Fig. 1.

Fig. 1. Schema of a typical wireless sensor node powered by a piezoelectric generator (Woias et al., 2009)

The generated electric energy through a piezoelectric generator is consumed mainly by a
sensor and a radio transmitter. The electrical energy, generated by the piezoelectric beam ge-
nerators, is enough to supply commercial low-powered micro sensors with commercial ultra
low-power radio transmitters in wireless nodes which enable transfer of periodical data, if only
the frequency of the vibration source is close to the resonant frequency of the generator. This
condition is difficult to fulfil in buildings whose vibrations are excited by natural processes, e.g.
wind. One possible solution is broadening of the generator frequency range by e.g. the applica-
tion of several beams with various dimensions in the generator structure (Ferrari et al., 2008).
The wireless sensor node enabling the periodical data transfer powered by the piezoelectric ge-
nerator has to have an electronic system to control and store recovered energy which is needed
for the transfer of a proper energy amount. The designing of such a control and store system is
the subject of recent scientific research.

The abovementioned remarks are the base of a concept of a wireless monitoring system in
which several piezoelectric beam generators work as both harvesters and sensors. The piezo-
electric beam generator does not supply any sensor, but the electrical energy harvested by this
generator is accumulated in the capacitor and is used to send signals by the radio transmitter.
Such a defined harvester/sensor consists of the following elements: the piezoelectric beam gene-
rator, Graetz bridge rectifier, capacitor, voltage comparator and radio transmitter. In this study,
the characteristics of capacitor charging and radio transmission are compared in the frequency
domain and evaluated with respect to time between the radio signals for different excitation
levels.



Experimental investigation on the piezoelectric energy harvester... 689

2. Mathematical model of a piezoelectric energy harvester

In this Section, the basic mathematical model of piezoelectric energy conversion by a MFC glued
on the top of a steel beam is presented. The basic purpose of this Section is the determination of
the dependence between the displacement of the free end of the harvester beam and the course
of voltage across the capacitor. The schema of the electrical circuit used to charge the capacitor
is presented in Fig. 2.

Fig. 2. Schema of the electrical circuit used to the energy harvesting: Vp – generated voltage by the
piezoelectric patch, ipREC – rectified current intensity, Cc – capacitance of the capacitor,

Vc – voltage across the capacitor

The harvester beam is fabricated from stainless steel and a piezoelectric composite which is
the Macro Fiber Composite (MFC). The beam structure of the generator is achieved by gluing
steel and the MFC (Fig. 3).

Fig. 3. Piezoelectric harvester beam structure: lb – length of the beam, lp – length of the MFC patch,
wb – width of the beam, tb – thickness of the beam, tp – thickness of the MFC patch

The Macro Fiber Composite (MFC) presented in Fig. 4 has been selected as a piezoelectric
material applied in the harvester beam.

Fig. 4. Macro Fiber Composite (MFC): tpf – thickness of the piezoelectric fiber, te – thickness of the
electrode layer (copper + epoxy), tk – thickness of the kapton layer
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The basic equations describing the energy conversion in a piezoelectric material are given by
(Nye, 1957)

Sp(t) = s
(E)
pq Tq(t) + d

T
pkEk(t) for p = 1, . . . , 6 q = 1, . . . , 6 k = 1, 2, 3

Di(t) = diqTq(t) + ε
(T )
ik Ek(t) for i = 1, 2, 3

(2.1)

where S is strain, T is stress, D is electric induction, E is electric field intensity, s is the
compliance constant, d is the electromechanical coupling constant, ε is the permeability tensor.
In the case in which electric induction is perpendicular to stress in piezoelectric fibers (along

axis 1 in Fig. 4), the basic equations are the following

S1(t) = s
(E)
11 T1(t) + d31E3(t) D3(t) = d31T1(t) + ε

(T )
33 E3(t) (2.2)

The dependence among electrical and mechanical variables in the piezoelectric material

E(t) = −Vp(t)
tpf

ip(t) = wplp
dD(t)

dt
(2.3)

where wp is width of the active area of the piezoelectric material.
After introduction of (2.3) into (2.2) and their transformation

Vp(t) =
s
(E)
11 tpf
d31

T1(t)−
tpf
d31

S1(t)

ip(t) = d31wplp
dT1(t)

dt
− ε
(T )
33 wplp
tpf

dVp(t)

dt

(2.4)

The average stress in the piezoelectric material (Roundy et al., 2003) is

T1(t) =
1

lp

lp∫

0

M(x)td
I

dx (2.5)

where M is the bending moment in the beam, td is the distance from the centre of the steel
beam to the centre of the piezoelectric layer, I is the moment of inertia.
The bending moment in the beam is

M(x) = Fz(t)(lb − x) (2.6)

where Fz is the theoretical external force acting on the free end of the harvester beam, x is the
distance from the beam fixing to the free end of the harvester beam.

Fz is calculated on the basis of the displacement of the free end of the harvester beam

Fz(t) =
3YMFC I

l3b
yout(t) (2.7)

where YMFC is Young’s modulus of the Macro Fiber Composite, yout is the displacement of the
free end of the harvester beam.
The distance from the centre of the steel beam to the centre of the piezoelectric layer is

td =
1

2
tb + tk + te +

1

2
tp (2.8)

Stress calculated from (Roundy et al., 2003) is

T1(t) =
3YMFC td

l3b

(
lb −

lp
2

)
yout(t) (2.9)
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After introduction of (2.9) to (2.4) and its transformation

Vp(t) =
s
(E)
11 tpf
d31

3YMFC td(2lb − lp)
2l3b

yout(t)−
tpf
d31

S1(t)

ip(t) = d31wplp
3YMFC td(2lb − le)

2l3b

dyout(t)

dt
− ε
(T )
33 wplp
tpf

dVp(t)

dt

(2.10)

After introduction of the assumption that the electrical circuit is not connected to the load
resistance, the rectified current intensity ipREC generated by the piezoelectric generator is equal
to the charging intensity ic of the capacitor

ipREC (t) = ic(t) = Cc
dVc(t)

dt
(2.11)

The dependence between the voltage across the capacitor Vc and the displacement of the free
end of the harvester beam yout is

dVc(t)

dt
=
1

Cc
d31wplp

3YMFC td(2lb − le)
2l3b

dyout(t)

dt
− 1
Cc

ε
(T )
33 wplp
tpf

dVp(t)

dt
(2.12)

On the basis of (2.12), the piezoelectric harvesting device and electrical circuit (Fig. 2) can
be defined as a multioutput system in which the displacement of the free end of the harve-
ster beam yout is the input and voltage across the capacitor Vc, the voltage generated by the
piezoelectric patch Vp is the output (Fig. 5).

Fig. 5. Energy harvesting circuit as a multioutput system

Two research problems appear in such a definition of the piezoelectric harvesting device:

• what is the dependence between the courses of the displacement of the free end of the
harvester beam yout and voltage across the capacitor Vc,

• what is the dependence between the courses of voltage across the capacitor Vc and voltage
generated by the piezoelectric Vp.

The energy accumulated in the capacitor will be used in the presented concept of wireless
monitoring systems to supply the radio transmitter. Hence, the next research problem appears:

• what is the dependence between the courses of voltage across the capacitor Vc and the
period of time among radio signals which are transmitted by the radio transmitter.

These research problems are the subject of experimental experiments presented in Section 3.

3. Experimental study

3.1. Experimental setup

In this study, the energy harvesting device based on the cantilever beam and P2-type Macro
Fiber Composite (MFC) material has been designed and fabricated. The MFC patch (from
Smart Material Corporation) was glued on the top of a steel cantilever beam. Material and
geometric parameters of the MFC patch and the steel beam are listed in Table 1.
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Table 1. Material and geometric parameters of the MFC patch (Smart Material Corporation,
2017)

Parameter Unit Value

Young’s modulus YMFC N/m2 30.336 · 109
Piezoelectric constant d31 C/N −170 · 10−12
Permittivity ε33 F/m 13 800.13 · 10−12
Length lp mm 85

Width wp mm 14

Thickness tp mm 0.3

Table 2. Geometric parameters of the MFC patch (Deraemaeker et al., 2009)

Parameter Unit Value

Thickness of piezoelectric fiber tpf mm 0.18

Thickness of electrode layer te mm 0.018

Thickness of kapton layer tk mm 0.04

The MFC patch consists of piezoceramic fibers, copper electrodes, epoxy and capton. The
geometric parameters of these parts of the MFC patch are listed in Table 2.

The thickness, length and width of the base stainless steel beam were correspondingly the
following 1.24mm, 130mm and 18mm. The MFC was connected to a full-bridge rectifier which
in turn was connected to an energy harvesting circuit EH301A. EH301A circuit powered the
radio transmitter in specific time periods. The steel beam with MFC, the full-bridge rectifier,
EH301A circuit and radio transmitter created a system which is called the harvester/sensor in
the following Section of this article. The standard full-bridge rectifier (Graetz bridge) converted
the generated by the energy harvesting device the AC voltage into DC voltage. Figure 6 presents
the schema of the whole system of the harvester/sensor.

Fig. 6. Schema of the whole system of the harvester/sensor

As a voltage comparator, EH301A, developed by Advanced Linear Devices (EH300A data-
sheet, 2017) has been applied. When the energy harvesting device starts to supply energy into
the inputs of the EH301A module in the form of electrical charge impulses, these charge packets
are collected and accumulated in a storage capacitor (Yang and Tang, 2009). Figure 7 presents
the waveform of the voltage across the capacitor in the EH301A. The start of the voltage, +V,
increases from the point 0.0V. When +V reaches 5.2V, the output of EH301A starts to supply
the radio transmitter and +V decreases. When +V decreases to 3.1 V, the output of EH301A
stops to supply the radio transmitter and the charging cycle restarts. The time periods t1 and t2
are limited by the energy from the piezoelectric harvesting devices minus the energy losses by
the EH301A Series Module. The period time t3 is dependent upon the power consumption of the
radio transmitter. In the experiments, the EH301A device has been modified by the replacement
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of the capacitor from Advanced Linear Devices with a capacitor of 200 nF. The reduction of time
periods t1 and t2 was the aim of that replacement.

Fig. 7. Voltage waveform in the capacitor in the EH301A

The radio transmitter applied in the structure of the harvester/sensor is a part of the
transmission system consisting of the PT2262 radio transmitter and the PT2272 radio rece-
iver (Fig. 8).

Fig. 8. Schema of the radio transmission system

The operating frequency has been set on 38 Hz both for the radio transmitter and radio
receiver. The radio transmitter has 4 digital inputs which allow for sending of 4 different states
(0 or 1). The start of the supply of the radio transmitter by the voltage comparator causes
sending of the signal to the radio receiver. The voltage comparator starts supply to the radio
transmitter when the voltage reaches of 3.1V (Fig. 8).

The experimental setup consisting of the energy harvesting device with the radio transmission
system as well as the system generating vibrations of the fixed beam end is presented in Fig. 9.

3.2. Results of the laboratory experiments

The basic purposes of the laboratory experiments are defined in the last part of Section 2.
In the discussion of the results (in the next parts), the following definitions are used:

• the displacement of the free end of the harvester beam (yout) is defined by the output
frequency ωout and the output amplitude Aout,

• the displacement of the fixed end of the harvester beam yin is defined by the input frequ-
ency ωin and the input amplitude Ain.

In the first step, a dependence between the input frequency ωin and the output amplitude Aout
has been experimentally determined. Such a dependence for the input amplitude of 0.2mm is
presented in Fig. 10.
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Fig. 9. Experimental setup: 1 – system of vibration generation, 2 – steel cantilever beam,
3 – piezoelectric composite (MFC), 4 – laser sensors of displacement, 5 – radio transmitter,

6 – capacitor, 7 – EH301A Series Module, 8 – radio receiver

Fig. 10. Output amplitude (Aout) versus the input frequency ωin for a constant input
amplitude yin: 0.2mm

The maximum output amplitude appears for the resonant frequency of the fabricated beam
(17.7 Hz). In the next step, the characteristics are experimentally determined: RMS voltage
generated by the piezoelectric VpRMS versus the resistive load Rl and RMS current generated by
the piezoelectric ipRMS versus the resistive load Rl (Fig. 11). These characteristics are obtained
for the input frequency ωin: 17.7 Hz.

On the basis of Fig. 11a, it can be seen that an increase in the load resistance Rl causes
an approximately proportional increase in the rectified voltage generated by the piezoelectric
patch VpRMS in the voltage range from 0 to 5V. Such a range of the generated voltage VpRMS
has been chosen regarding the range of voltage across the capacitor Vc which was applied in the
testing device. The rectified current generated by the piezoelectric patch ipRMS is approximately
constant in the rectified voltage range from 0 to 5V (Fig. 11b). Hence, in the following part of
this article, the piezoelectric patch is treated as a current source controlled by the displacement
of the fixed end of the harvester beam.

The comparison between the course of voltage generated by the piezoelectric patch and the
voltage across the capacitor obtained in the experiment is presented in Fig. 12.

The courses shown in Fig. 12 have been obtained in the circuit without any load resistance Rl.
It has been found that the voltage across the capacitor is approximately equal to the Root Mean
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Fig. 11. RMS voltage and RMS current generated by the MFC harvester versus resistive load:
(a) RMS voltage VpRMS , (b) RMS current ipRMS

Fig. 12. Voltage generated by the piezoelectric patch Vp versus voltage across the capacitor Vc for a
constant output amplitude Aout = 8.20mm and a constant input frequency ωin = 17.70Hz

Square of the voltage generated by the piezoelectric patch. It can be seen that an increase in
voltage across the capacitor Vc caused an increase in voltage generated by the piezoelectric
patch Vp. Hence, the charged capacitor can be treated as a load connected to the piezoelectric
patch. The charging time of the capacitor strongly depends on the output amplitude Aout.
The dependence between the output amplitude Aout and the charging time of the capacitor is
presented in Fig. 13. The measurements of the charging time have begun when the voltage across
a capacitor was equal to 3.1V and were finished when the voltage achieved 5.2V. It can be seen
that this dependence can be approximated by an exponential course.

The course of voltage generated by the piezoelectric patch Vp and the course of voltage across
the capacitor Vc, as well as the course of voltage delivered to the radio transmitter Vr and the
number of received signals in the radio receiver are presented in Fig. 14. On the basis of the
courses presented in Fig. 14, it can be seen that the number of transmitted radio signals is equal
to the number of charging cycles of the capacitor, which is a part of the system presented in
the previous Section, see Fig. 6. Hence, the charging time of the capacitor (to 5.2V) is equal to
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Fig. 13. Dependence between the output amplitude of the free end of the generator beam Aout and
charging time of the capacitor

the period of time among the radio signals which are transmitted by the radio transmitter. This
observation allows one to find that the dependence between the output amplitude Aout of the
harvester beam and the time among signals transmitted by the radio transmitter is the same as
the dependence between the output amplitude of the free end of the generator beam Aout and
the charging time of the capacitor, which is presented in Fig. 13.

Fig. 14. Characteristics for the constant output amplitude Aout = 8.20mm

The course of voltage across the capacitor Vc and the course of voltage delivered to the radio
transmitter Vr in the same time for several values of output amplitudes are presented in Fig. 15.
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Fig. 15. Voltage across the capacitor Vc and voltage delivered to the radio transmitter Vr for several
values of the output amplitude

Fig. 16. Dependence between the input frequency Aout and the period of time among transmitted radio
signals for the constant input amplitude of 0.2mm
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The output amplitude is strongly dependent upon the input frequency ωin, so the time of
radio transmitter supply is also dependent upon this frequency (Fig. 16).

The action of piezoelectric harvester/sensor will be changed in the operating time because
the problem of electric fatigue appears in piezoelectric materials (Goy et al., 2006). This problem
should be the subject of next research.

4. Summary

On the basis of the conducted experiments whose selected results are shown in the previous
Section, the following conclusions have been established:

• the piezoelectric patch can be treated as a current source controlled by the displacement
of the fixed end of the harvester beam,

• an increase in voltage across the capacitor causes an increase in voltage generated by the
piezoelectric patch. Hence, the charged capacitor can be treated as a load for the harvester,

• periods of time among received radio signals are strongly dependent upon the output
amplitude of the free end of the harvester beam. The dependence between the time of
radio transmitter supply can be approximated by an exponential course,

• the definition of frequency of the free end of the harvester beam is possible on the basis
of periods of time among the signals received by the radio receiver for a constant input
amplitude.

The study has been completed under the AGH-UST’s research program No 11.11.130.958
sponsored through statutory research funds, AGH University of Science and Technology, Faculty
of Mechanical Engineering and Robotics, Department of Process Control.
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This paper deals with mechanical buckling of polyethylene/clay nanocomposite beams of
functionally graded and uniformly distributed of nanoclay subjected to axial compressive
load with simply supported conditions at both ends. The Young moduli of functionally
graded and uniformly distributed nanocomposites are calculated using a genetic algorithm
procedure and then compared with experimental results. The formulation is modified to
include the effect of nanoparticles weight fractions in the calculation of the Young modulus
for uniform distribution. Also, it is modified to take into account the Young modulus as
a function of the thickness coordinate. The displacement field of the beam is assumed ba-
sed on the Engesser-Timoshenko beam theory. Applying the Hamilton principle, governing
equations are derived. The influence of nanoparticles on the buckling load of the beam is
presented. To investigate the accuracy of the present analysis, a compression study with the
experimental results is carried out.

Keywords: mechanical buckling, functionally graded nanocomposite, montmorillonite, gene-
tic algorithm theory

1. Introduction

Nanomaterials have aroused interest among scientific communities in the field of physics, che-
mistry and engineering. Some of these materials are nanoparticles, nanowires and nanotubes
(Jia et al., 2014; Nam et al., 2001; Lei et al., 2013; Pakdaman et al., 2013; Grigoriadi et al.,
2014). Compared to experimental studies, the number of publications dealing with theoretical
prediction of properties in polymer/clay nanocomposites is relatively small. Fornes and Paul
(2003) applied the Halpin-Tsai and Mori-Tanaka reinforcement theories to predict the modulus
of nylon based nanocomposites. The modulus obtained using Mori-Tanaka calculation increased
with nanoclay reinforcement as predicted. The Halpin-Tsai formula gave higher values to the
modulus but could still be used to predict its value.
Some efforts have been focused on the modeling of mechanical properties of nanoclay-

-reinforced polymer composites (Sheng et al., 2004) and nanoparticle-reinforced polymer com-
posites (Smith et al., 2002; Brown et al., 2003). These modeling efforts have demonstrated the
need for the development of a model that would predict mechanical properties of nanopartic-
le/polyimide composites as a function of the nanoparticle size and weight fraction as well as
the molecular structure of the nanoparticle/polyimide interface. Genetic algorithms (GA) are
a family of computational models inspired by evolution. These algorithms encode a potential
solution or a specific problem on a simple chromosome-like data structure and apply recombi-
nation operators to these structures so as to preserve critical information. Structural stability is
considered to be the one of the most important engineering issues in the design and application
of slender structures. Buckling and post-buckling behaviour are the two main types of structural
instability, they often govern failure of structures under static or dynamic compressive loading
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conditions, thus, have been investigated by several researchers in the past decades. Vodenitcha-
rova and Zhang (2006) presented analyses of pure bending and bending-induced local buckling
of a nanocomposite beam based on a continuum mechanical model and found that single-walled
carbon nanotube (SWCNT) buckled at smaller bending angles and greater flattening ratios in
thicker matrix layers. Based on the classical laminated plate theory and third-order shear de-
formation theory, Arani et al. (2011) analytically and numerically studied buckling behaviour
of laminated composite plates. The optimal orientation of CNTs to achieve the highest critical
load and corresponding mode shape were calculated for different kinds of boundary conditions
as well as aspect ratios of the plates. Shen (2011) presented a postbuckling analysis of cylindrical
shells reinforced by SWCNTs subjected to axial compression and lateral or hydrostatic pressure
in thermal environments. The results revealed that the mid-plane symmetric functionally graded
distribution of reinforcements could increase the buckling load as well as postbuckling strength of
the shells and confirmed that the postbuckling equilibrium path for both FG- and UD-CNTRC
cylindrical shells under axial compression was unstable. Mosallaie Barzoki et al. (2012) analy-
zed the torsional buckling of electro-thermo-mechanical cylindrical shells reinforced by polymer
piezoelectric double-walled boron nitride nanotubes. They expressed properties of the electro-
-thermo-mechanical smart composite materials using a micro-mechanical approach. Their results
stated that the buckling load increased with increaseing the foam core. Eltaher et al. (2013) illu-
strated the size dependent effect on static and buckling behaviour of an FG nano-beam based on
the nonlocal elasticity theory. They used the finite element method to discretize this model and
obtained a numerical approximation for equilibrium equations. Yin et al. (2015) studied static
bending and buckling of an FGPR nanoscale beam based on the nonlocal Timoshenko beam
model. The results revealed that the deflections of the FGPR beam increased with the nonlocal
parameters, and the buckling loads decreased with it. Li et al. (2015) investigated the relation-
ship between the critical buckling loads of the functionally graded material (FGM) Levinson
beams (LBs) and those of the corresponding homogeneous Euler-Bernoulli beams (HEBBs).
Barati et al. (2014) studied buckling of functionally graded beams with imperfectly integrated
surface piezoelectric layers under low velocity and found that the piezoelectric actuators indu-
ced tensile piezoelectric force produced by applying negative voltages that significantly affected
the stability of the functionally graded Engesser-Timoshenko beam with piezoelectric actuators.
Heydari (2011) presented a new analytical method for buckling analysis of rectangular and an-
nular beams made up of functionally graded materials with constant thickness and Poisson’s
ratio. The results revealed that dimensionless first mode shape of buckling for prismatic func-
tionally graded beams was similar to prismatic homogeneous beams. Simsek and Yurtsu (2013)
studied static bending and buckling of a functionally graded (FG) nanobeam based on the non-
local Timoshenko and Euler-Bernoulli beam theory. The results showed that the new nonlocal
beam model produced larger deflection and smaller buckling load than the classical (local) beam
model. Rychlewska (2014) presented the critical buckling loads for axially functionally graded
(FG) beams subjected to a distributed axial load and found that the critical buckling loads of
a homogeneous beam calculated by the proposed approach were in good agreement with those
available in literature. Houari et al. (2013) investigated the size-dependent buckling behaviour of
functionally graded (FG) nanobeams on the basis of the nonlocal continuum model. The effects
of the nonlocal parameter, aspect ratio, various material compositions on the stability responses
of the FG nanobeams were discussed. Ghiasian et al. (2015) studied nonlinear thermal dynamic
buckling of FGM beams and found that for beams with stable post-buckling equilibrium path,
no dynamic buckling occurred according to the Budiansky-Roth criterion. Sun et al. (2016)
investigated thermal buckling and post-buckling of FGM Timoshenko beams on a nonlinear ela-
stic foundation. The results revealed that post-buckling behaviour of a FGM Timoshenko beam
exhibited bifurcations under both uniform and non-uniform temperature rise. Kiani and Eslami
(2010) studied buckling of beams made of functionally graded materials under various types of
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thermal loading. The formulations were compared using reduction of results for the functionally
graded beams to those of isotropic homogeneous beams given in the literature. Kiani and Esla-
mi (2013) investigated buckling of beams made of functionally graded materials (FGM) under
thermomechanical loading. The results revealed that in each case of thermal loading, the Timo-
shenko beam theory predicted lower values for critical buckling temperature in comparison with
the Euler beam theory. Majumdar and Das (2016) determined thermal buckling loads of various
functionally graded material beams with both ends clamped. The effect of the limit thermal load
at which the effective elastic modulus and/or thermal expansion coefficient become theoretically
zero was considered. Rafiee et al. (2009) experimentally investigated buckling of graphene/epoxy
nanocomposite beam structures. They revealed that graphene nanocomposites showed potential
to provide significant enhancement in buckling stability, which is an important consideration
for the design of ultra light-weight and highly optimized structural elements used in aerospace
applications.

The present work deals with mechanical buckling of polyethylene/clay nanocomposite beams
with functionally graded (FG) and uniformly distributed nanoclay. The beams are subjected to
axial compressive load and are simply supported at both ends. By using a genetic algorithm
procedure, Young’s modulus of functionally graded and uniformly distributed nanocomposites
is calculated and then compared with experimental data. The displacement field of the beam
is assumed based on the Engesser-Timoshenko beam theory. Applying the Hamilton principle,
the governing equations are derived. The influence of nanoparticles on the buckling load of the
beam is presented. To investigate the accuracy of the present analysis, a compression study is
carried out with the experimental results.

2. Experimental data

2.1. Materials

The polymer matrix used in this study was a linear low-density polyethylene (LDPE) with
the trade name LL209AA from Arak Petrochemical Co. (Iran), with the melt flow index (MFI)
of 1.5·10−6 kg/s and density of ρ = 920 kg/m3. The nanofiller was K10 modified montmorillonite
(MMT) from Sigma-Aldrich, Germany. Also, the polyethylenglycol which has been used in this
study was polyethylenglycol 40 from Merk-KGaA, Germany.

2.2. Mechanical properties

The tensile properties were evaluated according to ASTM D638 using dumbbell-shaped sam-
ples and a Gotech universal testing machine (Model GT-AI5000L), a tensile tester with a cros-
shead speed of 8.33 · 10−4m/s. The material compositions of the nanocomposites are listed in
Table 1. In this table, wt. is considered as the weight percent.

Table 1. Sample compositions

Sample
LDPE Compatibilizer MMT
[wt.%] [wt.%] [wt.%]

1 85 15 –

2 82 15 3

3 80 15 5

4 78 15 7

The effect of nanoparticles with different weight fractions on the elastic modulus is shown in
Fig. 1.
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Fig. 1. The effect of nanoparticles with different weight fractions on the elastic modulus

As noticed, the elastic modulus begins to increase up to 5wt.% of nanoclay. As the clay
weight fraction exceeds 5wt.%, the elastic modulus levels off, but for the functionally graded
distribution, the elastic modulus is generally larger than the corresponding values for the uniform
distribution of nanoclay. In fact, the elastic modulus of the functionally graded sample is the
total result of the tensile test. The elastic moduli of all samples are calculated by using the
machine software. Figure 2 illustrates the effect of nanoparticles with different weight fractions
on the yield strength.

Fig. 2. The effect of nanoparticles with different weight fractions on the yield strength

As observed, the yield strength begins to increase up to 5wt.% of nanoclay. As the weight
fraction of nanoclay exceeds 5wt.%, the yield strength levels off.

2.3. Buckling tests

We used a beam apparatus from TQ, England (Model SM1005) to study mechanical buckling
of columns made of functionally graded and uniformly distributed nanocomposites. The test
specimens have a rectangular cross section 0.02m×0.004m and length of 0.2m with both ends
simply supported.

3. Modeling

3.1. Genetic Algorithm

The GA is an unorthodox search or optimization algorithm, which was first suggested by
Holland (1975). As the name suggests, the GA was inspired by the processes observed in natural
evolution. It attempts to mimic these processes and utilizes them for solving a wide range of
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optimization problems. In general, GA performs directed random searches through a given set
of criteria. These criteria are required to be expressed in terms of an objective function, which
is usually referred to as a fitness function. The GA method requires that the set of alternatives
to be searched be finite. To apply them to an optimization problem where this requirement is
not met, the set involved must be discretized and appropriate finite subset must be selected. It
is further required that the alternatives be coded in chromosomes of some specific finite length
which consists of symbols from some finite alphabet. These are called chromosomes; the symbols
that form them are called genes, and their set is called a gene pool. The GA method searches
for the best alternative (in the sense of a given fitness function) through chromosome evolution.
The basic steps in the GA are shown in Fig. 3.

Fig. 3. High level description of the GA

First, the initial population of chromosomes is randomly selected. Then each chromosome
in the population is evaluated in terms of its fitness (expressed by the fitness function). Next, a
new population of chromosomes is selected from the given population by giving a greater chance
to select chromosomes with higher fitness. This is called the reproduction operation. The new
population may contain duplicates. If given stopping criteria (e.g., no chance in the old and new
population, specified computing time, etc.) are not met, some specific, genetic-like operations are
performed on chromosomes of the new population. These operations produce new chromosomes,
called offsprings s. The same steps of this process, evaluation and reproduction operations are
then applied to chromosomes of the resulting population. The whole process is repeated until
the given stopping criteria are met. The solution is expressed by the best chromosome in the
final population.

3.2. Theoretical predictions

First, it is assumed that the material properties can be described by a simple polynomial
depending on the nanoclay weight percentage. The coefficients of this polynomial function are
found by maximizing the accuracy. The 1−R2adj is introduced as the fitness function which is to
be minimized. R2adj is the accuracy criterion of an arbitrary mechanical property function (such

as Young’s modulus). R2adj is defined as a process which is demonstrated below. The mechanical
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property is a function of the nanoclay weight percent and R2adj is a function of coefficients which
are introduced below. Mi and W are considered as the mechanical properties and the nanoclay
weight percent, respectively. Mi is expressed as a polynomial function of W as follows

Mi =
4∑

j=0

ajiW
j (3.1)

Now, the coefficients aji are found by maximizing the accuracy of the polynomial function. The
equations can be written as

R2adj = 1−
VARE
VART

(3.2)

in which

VARE =
SSErr

n− k − 1 VART =
SSTot
n− 1

SSTot =
n∑

i=1

(yi − y)2 SSErr =
n∑

i=1

(yi −Mi)2

y =
1

n

n∑

i=1

yi Mi(W ) = a0i + a1iW + a2iW
2 + a3iW

3

(3.3)

In these equations, n = 4 is the number of experiments, k = 0 is the number of duplicated
experiments and yi denotes the experimentally measured mechanical properties. aji coefficients
are obtained after approximately 40 generations by minimization of 1 − R2adj through using
MATLAB. Obtaining the aji coefficients, the Young modulus of the uniformed distribution can
be expressed as a function of the nanoclay weight percent as follows

E = −3.401W + 4.97W 2 − 0.677W 3 + 105.338 (3.4)

Here, W is the nanoclay weight percent (wt.% andW have the same value, e.g., wt.%=W = 3).
To validate the presented results, comparison studies are carried out for the Young modulus of
the uniformly distributed nanocomposites as presented in Table 2.

Table 2. Comparison of Young’s modulus for uniformly distributed nanocomposites

Nanoclay Theoretical Experimental
weight predictions results
percent [MPa] [MPa]

pure 105.338 105.338

3% 121.586 121.582

5% 127.958 127.939

7% 92.85 92.795

The compression between theoretical predictions and the experimental data shows high ac-
curacy of the present analysis. Equation (3.4) can also be used to derive a suitable relation for
Young’s modulus of the functionally graded distribution. The specimen with functionally graded
distribution consists of four perfectly bonded sheets with a total thickness of 4mm. Each sheet
has 1mm in thickness with different nanoparticles weight fractions (pure, 1wt.%, 3wt.% and
5wt.%). The Young modulus can be written as

E(z) =





−3.401(2z + sgn(z)) + 4.97(2z + sgn (z))2
− 0.677(2z + sgn(z))3 + 105.338 for 0 ¬ z < 4

92.85 for z = 4
(3.5)
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As mentioned before, the Young modulus is assumed to vary as a function of the thickness
coordinate z. By using a simple change of the variable as z = z + 2, the coordinate z changes
within −2 ¬ z ¬ 2. Equation (3.5) can be verified via employing the buckling analysis of the
functionally graded nanocomposite beam under axial compressive load.

4. Formulation of the problems

The formulation is presented based on the assumptions of the Engesser-Timoshenko beam theory.
Based on this theory, the displacement field can be written as (Wang and Reddy, 2000)

u(x, z) = zφ(x) w(x, z) = w0(x, z) (4.1)

In view of the displacement field given by Eqs. (4.1), the strain displacement relations are (Wang
and Reddy, 2000)

εxx =
∂u

∂x
= z

dφ

dx
γxz =

∂u

∂z
+
∂w

∂x
= φ+

dw

dx
(4.2)

Consider a functionally graded beam under axial compressive load with a rectangular cross-
section as shown in Fig. 4.

Fig. 4. Simply supported beam under compressive load

Thickness, length and width of the beam are denoted by h, L and b, respectively. The xy-plane
coincides with the midplane of the beam and the z-axis located along the thickness direction.
The Young modulus E is assumed to vary as a function of the thickness coordinate variable z
(−2 ¬ z ¬ 2). The constitutive relations for the functionally graded Engesser-Timoshenko beam
are given by (Reddy, 2004)

σxx = E(z)εxx σxz = G(z)γxz (4.3)

where σxx, σxz, E(z) and G(z) are the normal stress, shear stress, the Young and shear modulus,
respectively. The shear modulus can be written as (Thomas et al., 2013)

G(z) =
E(z)

2(1 + ν)
(4.4)

where ν is the Poisson ratio, estimated with the aid of the relation (Kozlov et al., 2012)

σy
E
=
1− 2ν
6(1 + ν)

(4.5)

where σy is the yield strength and equals 6.645MPa from a tensile test. In fact, the total yield
strength for the whole functionally graded sample can be obtained from the tensile test and
calculated by using the machine software like the elastic modulus for the functionally graded
sample. Also, the Poisson ratio assumed to be constant through thickness of the beam (Lei et
al., 2013). So, equation (4.5) can be used to estimate the Poisson ratio for the whole sample.
Also, u and w are the displacement components in the x- and z-directions, respectively.
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The potential energy can be expressed as (Wang and Reddy, 2000)

U =
1

2

∫

v

(σxxεxx + σxzγxz) dv (4.6)

Substituting Eq. (4.2) and Eq. (4.3) into Eq. (4.6) and neglecting higher-order terms, we obtain

U =
1

2

∫

v

{[
(E(z)

(
z
dφ

dx

)](
z
dφ

dx

)
+
[
G(z)

(
φ+

dw

dx

)](
φ+

dw

dx

)}
dv (4.7)

The width of the beam is assumed to be constant, which is obtained by integrating along y
over v. Then Eq. (4.7) becomes

U =
1

2

L∫

0

{
D
(dφ
dx

)2
+

A

2(1 + ν)

[
φ2 +

(dw
dx

)2
+ 2φ

dw

dx

]}
dx (4.8)

where

A = bKs

+h/2∫

−h/2

G(z) dz D = b

+h/2∫

−h/2

z2E(z) dz (4.9)

where A, D and Ks are the shear rigidity, flexural rigidity and shear correction factor, respecti-
vely. The beam is subjected to the axial compressive load P as shown in Fig. 4. The work done
by the axial compressive load can be expressed as (Wang and Reddy, 2000)

W =
1

2

L∫

0

P
(∂w
∂x

)2
dx (4.10)

We apply the Hamilton principle to derive the equilibrium equations of the beam as follows
(Reddy, 2004)

t∫

0

(T − U +W ) dt = 0 (4.11)

where T is kinetic energy. Substituting Eq. (4.8) and Eq. (4.10) into Eq. (4.11) leads to the
following equilibrium equations of the functionally graded Engesser-Timoshenko beam

(P −A)d
2w

dx2
−Adφ

dx
= 0 D

d2φ

dx
−A

(
φ+

dw

dx

)
= 0 (4.12)

5. Stability analysis

The boundary conditions for the simply supported Engesser-Timoshenko column are given by

w =
d2w

dx2
=
dφ

dx
x = 0, L (5.1)

By differentiating Eq. (4.12)2 and then using Eq. (4.12)1, we obtain

D
d3φ

dx3
= P

d2w

dx2
(5.2)
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Equation (4.12)1 can be solved for dφ/dx

dφ

dx
=
P −A
A

d2w

dx2
(5.3)

Substituting Eq. (5.3) into (5.2) and applying the boundary conditions, the buckling load of the
Engesser-Timoshenko beam is derived as follows

pcr =

(
π
L

)2
D

1 +
(
π
L

)2
D
KsA

(5.4)

where Ks can be expressed as (Lei et al., 2013)

Ks =
5

6− (ν1V1 + ν2V2)
(5.5)

where ν1 and ν2 are Poisson’s ratios of the nanoclay and the matrix, respectively, whereas V1 and
V2 are the nanoclay and the matrix volume fractions, respectively. The quantity of (ν1V1+ν2V2)
for the presented nanocomposite is infinitesimal, and the shear correction factor can be assumed
to Ks = 5/6 (Ke et al., 2013).

6. Results and discussion

The mechanical buckling of simply supported functionally graded Engesser-Timoshenko nano-
composite beams are studied in this paper. The material compositions of the nanocomposite
beams are listed in Table 1 and the material properties are listed in Table 2. The effect of nano-
particles with different weight fractions on the theoretical buckling load are shown in Fig. 5. It
is noticed that the buckling loads for the Engesser-Timoshenko beams with uniform distribution
of the nanocomposite are genarally lower than the corresponding values for the beams with
functionally graded distribution of the nanocomposite. Also, it is seen that the buckling loads
for the Engesser-Timoshenko beams with the uniform distribution of nanoparticles increase by
increasing the nanoparticles weight percent up to 5wt.%. By increasing the amount of nanoclay
more than 5wt.%, the buckling load is found to decrease.

Fig. 5. The effect of nanoparticles with different weight fractions on the buckling load

The comparison between the theoretical and experimental data of the buckling load for uni-
form by distributed and functionally graded nanocomposites is shown in Table 3. As observed,
there is good agreement between the results. Thus the presented approach to analysis of me-
chanical buckling of uniformly distributed and functionally graded nanocomposites has high
accuracy.
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Table 3. Compression between the theoretical and experimental data of the buckling load

Nanoclay Theoretical Experimental
weight buckling buckling
percent load [N] load [N]

pure 2.76 2.9

3% 3.19 3.3

5% 3.36 3.6

7% 2.43 2.7

FG 3.55 3.9

7. Conclusions

Mechanical buckling of polyethylene/clay nanocomposite columns with uniform and functionally
graded distributions of nanoclay based on the Engesser-Timoshenko beam theory is studied.
Some conclusions can be drawn as follows:

• The elastic modulus for the FG distribution of nanoclay is generally larger than the cor-
responding value for the uniform distribution of nanoclay.

• By increasing the nanoparticles weight fractions, the mechanical properties increase up to
5wt.% of nanoclay. By increasing the amount of nanoclay more than 5wt.%, the mecha-
nical properties are found to decrease.

• GA is an acceptable optimization research technique which can be used with confidence
to identify mechanical properties of nanocomposites with maximum accuracy.

• The buckling load of the uniformly distributed Engesser-Timoshenko nanocomposite beam
is generally lower than the corresponding value for the functionally graded distribution.

• The buckling load of uniformly distributed nanoparticles of the Engesser-Timoshenko beam
increases by increasing the nanoparticles weight percent up to 5wt.% and then, for the
amount of nanoclay more than 5wt.%, the buckling load is found to decrease.
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In the present paper, effects of pre-heated walls/plates on microthrusters performance are
studied using a DSMC/NS solver. Three microthruster configuration types are studied.
Type 1 is a cold gas microthrster. Microthruster type 2 has pre-heated walls. Pre-heated
plates are inserted inside the chamber of microthruster type 3. It is observed that in mi-
crothruster type 2 the flow is accelerated and the specific impulse is elevated. However, by
insertion of the pre-heated plates in microthruster type 3, viscous effects have stronger nega-
tive influence and the thrust is decreased. By implementing temperature gradients on walls
in type 2 and on plates in type 3, it is observed that a higher temperature gradient enhances
performance parameters of microthruters. Among all types of microthrusters, microthruster
type 2 with pre-heated walls has the highest thrust and specific impulse. Microthruster ty-
pe 3 with a temperature gradient of 300-500K has the minimum thrust due to a considerable
decrease in the mass flow rate.

Keywords: DSMC/NS solver, pre-heated walls/plates, microthruster, performance parame-
ters, temperature gradient

1. Introduction

Lots of micro devices such as microchannels, micro heat sinks, microturbines, microengines, and
microthrusters were developed with advancement in facbrication. Due to advantages of micro-
-electro-mechanical-systems (MEMS) compared to their macro counterparts, they find increased
applications in a variety of industrial and medical fields (Gad-el-Hak, 2005a,b). These miniatu-
rized devices utilize smaller volumes while offering the possibility of parallel operation on a chip
and reduce the risk of the whole system failure. In addition to advantages of scale miniaturization,
they utilize little energy, offer high sensitivity and work with great accuracy. Besides the present
applications of MEMS in electrical, structural, fluidic, transport and control aspects (Gad-el-
-Hak, 2005a,b), the potential applications such as attitude control of small satellites using micro
thrusters in deep space (Janson et al., 1999; Platt, 2002; Osiander et al., 2005; Mihailovic et al.,
2011) are a field of interest.
In 1960s, low thrust devices were analyzed experimentally (Milligan, 1964; Rothe, 1971).

Then numerical methods were proposed by Rae (1971) and Boyd et al. (1992) in order to inve-
stigate converging-diverging nozzles numerically. Boyd used a DSMC method and proved that
this method was accurate enough to analyze the flow especially in the expanding section of
the thruster with a near vacuum exit boundary conditions. Small nozzles were studied by Bayt
(1999). He modeled a MEMS based nozzle by using Navier-Stokes simulations and observed that
by a decrease of Reynolds number the propulsive efficiency was decreased due to an increase in
boundary layer thickness. A microthruster utilized in GP-B spacecraft was studied by Jafryt and
Beukelt (1994). They studied back pressure effects on the behavior of flow in the nozzle. Ivanov
et al. (1999) studied the effects of the throat Reynolds number on the specific impulse. They
demonstrated that an increase of losses could led to over-prediction of the specific impulse at
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the exit of the nozzle. Alexeenko et al. (2002) investigated an axisymmetric 3D micronozzle by
the DSMC method and Navier-Stokes solver. Their results showed that gas expansion increased
the specific impulse. Xie (2007) demonstrated that flow in MEMS nozzles was simulated accu-
rately by the DSMC method and the Navier-Stokes equations even when adding slip boundary
conditions became invalid when the average Knudsen number was about 0.01 in his special case.
Surface roughness of the micro nozzle was studied by Torre et al. (2010). They observed shocks
near the walls due to roughness. Sun et al. (2009) conducted a DSMC-FVM method to simulate
the flow inside a micro nozzle. They investigated the effect of inlet pressure on the flow field insi-
de the nozzle. They concluded that when the inlet pressure was increased, the distance between
the throat and the point that propellant velocity surpassed sonic velocity became smaller.

In the present study, pressure driven microthrusters are investigated. Numerical simulation
of the flow passing through the thruster is introduced first. A DSMC/NS solver is utilized. Due
to lack of experimental data at microscales, the solver is first verified by a simulated micronozzle.
The solver is then utilized to simulate microthrusters. Effects of heating the flow by increasing
the wall temperature and by insertion of high temperature plates inside the domain are studied,
and performance parameters are then investigated. Next, the effects of the temperature gradient
on the performance parameters are analyzed. At the end, the thrust and specific impulse of all
microthrusters configurations are compared.

2. Basic theory

2.1. DSMC solver

DSMC method enables numerical solution of the Boltzmann equations. The method benefits
from the statistical solution of the particles behavior represented by kinetic theory (Bird, 1994).

For an accurate DSMC simulation, four issues must be considered: The cell size, time step,
number of particles per cell and the mean collision separation distance. The cell size must be
1/3 of the mean free path (Hadjiconstantinou, 2000; Pfeiffer et al., 2013) to prevent errors
in diffusion. In the present study, the method proposed by Nance et al. (1998) is utilized to
determine the grid distribution. The time step must be smaller than the mean collision time in
order to properly distinguish the particle free movement from a pair collision. In order to obtain
physical and meaningful solutions, Bird (2007) propose that the particle per cell (PPC) would
be around 7. However, Le et al. (2006) showed that for the low speed portion of the flow near the
inlet of the computational domain, an average of 20 particles per cell gives precise solutions. In
this paper, the study is begun with PPC=7, and then a PPC independence study is conducted.
Another parameter that affects the results is the mean collision separation distance. According
to Moss and Bird (2005), the mean separation distance has to be smaller than the mean free
path in each cell throughout the computational domain.

The DSMFOAM solver of OPENFOAM-2.3.1 is used in DSMC simulations. The boundary
condition proposed by Liu et al. (2006) is applied in simulation. The boundary condition in
microchannel systems strongly affects the results, as described by Nance et al. (1998). Current
boundary treatment is simple and stable. Many publications (Liou and Fang, 2000; Wang and
Li, 2004; Roohi et al., 2009) demonstrated the accuracy of this boundary condition. The solver
is capable of parallel operation and can model any geometry and any number of gas species.
For calculation of post collision velocities and modeling of particle collisions, the Variable Hard
Sphere (VHS) model is used. This model is widely applied because of its simplicity and good
approximation of intermolecular collisions (Le et al., 2006).
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2.2. NS solver

By using the Chapman-Enskog procedure, the Navier stokes equations can be derived
from the Boltzmann equations. The conservation of mass, momentum and energy are used
(OPENFOAM, 2014). Maxwell velocity slip boundary conditions including thermal creep effects
are implemented on the walls and plates (O’Hare et al., 2007)

Vg −Vw = −
2− σu
σu

λ

µ
τ − 3
4

Pr(γ − 1)
γp

q (2.1)

where σu is the momentum accommodation coefficient. Subscripts g and w denote the gas
adjacent to the wall and the wall, respectively. The parameter γ is the specific heat ratio and
Pr is the Prandtl number. The shear stress is τ = S · (n ·Π) and the heat flux is q = Q ·S. The
tensor S = I − nn, where I is the identity tensor, and n is the normal unit vector to the wall.
Q is the heat flux vector along the wall, and Π is the stress tensor at the wall. The parameter µ
is the gas viscosity and can be calculated using both the power law and the Sutherland law. The
power law model is slightly less accurate than the Sutherland law at moderate temperatures.
Therefore, the Sutherland law is used for calculation of gas viscosity as follows (Le and Roohi,
2015)

µ = AS

√
T 3

T + TS
(2.2)

The parameter AS and TS are constants, AS = 1.41 · 10−6 Pa s/K2, TS = 111K for nitrogen.
Maxwellian definition can be used for calculation of the molecular mean free path λ (Le et al.,
2012), but for the VHS collision model the molecular mean free path can be calculated as follows
(Bird, 1994)

λ =
2(5 − 2ω)(7− 2ω)

15

√
m

2πkT

µ

ρ
(2.3)

where ω is the temperature exponent of the viscosity coefficient in the power law viscosity model,
ω = 0.74 for nitrogen (Bird, 1994). The parameter m is molecular mass, and k is Boltzmann
constant. It has been observed that the temperature of the rarefied gas adjacent to the wall
is not equal to the wall temperature. Therefore, temperature jump boundary conditions are
implemented on the walls when a dilute gas is simulated by the NS equations. In the present
study, the second order Smoluchowski temperature jump boundary condition is used as follows
(Karniadakis et al., 2006)

Tg − Tw = −
2− σT
σT

2γ

γ + 1

1

Pr
λ
∂T

∂n
− 2− σT

σT

2γ

γ + 1

1

Pr

λ2

2

∂2T

∂n2
(2.4)

where σT is the thermal accommodation coefficient and n is the unit vector normal to the wall.
Momentum and thermal accommodation coefficients are equal to unity in order to simulate
diffuse reflector walls.
For NS simulation of the flow, RhoCentralFoam solver in OPENFOAM-2.3.1 is used.

RhoCentralFoam is a density-based compressible flow solver based on central-upwind schemes
of Kurganov and Tadmor.

3. Solver algorithm

To make use of the DSMC/NS solver, a parameter is required to be defined in order to distinguish
the continuum and molecular regions. In the present study, the local Knudsen number is utilized
to distinguish rarefied and continuum regions. The local Knudsen number is defined as below
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Knlocal =
λlocal

ϕ
(
∆ϕ
∆x

)−1 (3.1)

where ϕ is one of the macroscopic properties in each cell including: velocity, temperature, or
density. In the NS solver, the parameter λlocal is calculated using equation (2.3). In the DSMC
solver, the local mean free path is determined as below (Bird, 1994)

λlocal =
1√
2πd2n

(3.2)

where d = 4.17 · 10−10m is the nitrogen molecular diameter, and n is the density num-
ber within each cell. The local Knudsen number is determined as follows: Knlocal =
max(KnlocalT ,Knlocalu ,Knlocalρ) (Boyd et al., 1995). Based on the procedure proposed by
Schwartzentruber et al. (2007), the DSMC/NS solver simulation cycle is as follows:

• Entire computational domain is solved by the NS solver,
• Local Knudsen number is calculated and the continuum and rarefied regions are distingu-
ished,

• Rarefied regions are solved by the DSMC solver,
• Local Knudsen number is recalculated, and the interface of the continuum and rarefied
region is changed,

• Steps 3 and 4 are repeated until location of the interface region does not change.

4. Validation

4.1. DSMC solver validation

There is no experimental study on microthruster systems at micro scales. Therefore, in order
to verify the accuracy of the DSMC solver, simulation results are compared with Liu et al.
(2006). After a careful grid study based on the method proposed by Nance et al. (1998), the
domain is divided into 400 cells in the x direction and 150 cells in the y direction by using
a structured grid. The temperature and Mach number contours are depicted in Fig. 1a. The
centerline temperature and Mach number are presented in Fig. 1b, and the results are compared
with those presented in Liu et al. (2006).
Considering that the mean separation distance between the simulation particles must be

smaller than the mean free path in each cell, two different particles per cell (PPC) (PPC = 15,
PPC = 20) are chosen. As seen in Fig. 1b, a similar Mach number and temperature distribution
is achieved. Therefore, correct simulation results are obtained by both PPC = 15 and PPC = 20.
Also, agreements of the results with those of Liu et al. (2006) shows that the DSMC solver is
accurate and the results are trustworthy.

4.2. DSMC/NS solver validation

In the previous Section, the entire domain is solved by the DSMC solver. In this Section,
the DSMC/NS solver is used to obtain the solution. As mentioned earlier, the local Knudsen
number needs to be determined. The domain is divided into 400×150 cells using a structured
grid (Fig. 2a). Figure 2b shows the density based local Knudsen number which is the maximum
local Knudsen number. It is observed that the boundary layer region in the divergent section of
the micronozzle is in the rarefied regime since the local Knudsen number in this part is more
than 0.05 (Boyd et al., 1995). Due to expansion of flow in the divergent section, the rarefied
region is increased toward the end of nozzle. It is demonstrated by Darbandi and Roohi (2011)
that solving the flow using the NS solver in the divergent section is not accurate even in the
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Fig. 1. (a) Temperature, Mach contours and graphs of the micronozzle; (b) current temperature and
Mach number compared with Liu et al. (2006)

centerline. Therefore, the DSMC solver is used to simulate the entire divergent section and the
NS solver is used for simulation of the convergent section of the micronozzle. The convergent
section of the domain is divided into 100×150 cells and the divergent section is divided into
300×150 cells. Careful grid study is carried out based on the reference (Nance et al., 1998) to
choose pre-mentioned grid division of the domain. Pressure and temperature are considered as
inlet boundary conditions of the micronozzle at the convergent section. The solution at the end
of the convergent section is considered as the inlet boundary conditions of the divergent section.
This data is considered as the initial data for calculation of pressure, temperature and flux by
averaging over the inlet of the divergent section.

Fig. 2. Grid and Knudsen number distribution of the micronozzle: (a) structured grid, (b) Knudsen
number contours using the DSMC solver (up) and the NS solver (bottom)

Figure 3 shows temperature distribution along the micronozzle centerline achieved by the
DSMC and DSMC/NS solvers.
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Fig. 3. Temperature distribution using the DSMC and DSMC/NS

It is observed that the result of the DSMC/NS solver is exactly the same as of the DSMC
solver. Although the domain can be solved by the DSMC solver, the DSMC/NS solver is deve-
loped to reduce computational cost. DSMC simulation of the above micronozzle (using an Intel
Core i5 computer with 3GB RAM) takes 35 hours while using the DSMC/NS solver the time
of computations is reduced to 23 hours (21 hours for the DSMC solver and 2 hours for the NS
solver).

5. Microthruster problem statement

In this Section, the DSMC/NS solver is used to simulate microthruster systems. The chosen
microthruster device is shown in Fig. 4. The thruster consists of a rectangular channel which is
connected to a converging-diverging nozzle. A buffer zone is attached to the end of the diverging
nozzle to consider variation of parameters at the nozzle exit (Wu et al., 2001).
Three types of microthrusters are considered. In type 1, a cold gas microthruster is simulated

(Fig. 4 without heater plates). Type 2 is the case when the flow is heated by increasing the wall
temperature up to 900K (see Fig. 4 without heater plates, the wall temperature is 900K). The
increasing of the wall temperature can be performed by using hot wire coated walls (Kundu et
al., 2013). For type 3, heater plates (with temperature 900K) are inserted into the thruster (see
Fig. 4 with heater plates). The overall geometry (but not the exact dimensions), the structure
and idea of heating the fluid flow in type 3 is adapted from Kundu et al. (2013), Hitt et al. (2001)
but not exactly with the same components. They fabricated and tested such a microthruster.
Geometrical details of the three types of microthrusters are mentioned in Table 1.

Table 1. Dimensional parameters of the three types of microthrusters

L1 L2/L1 L3/L1 L4/L1 L5/L1 H1 H2/H3 H3/H1

Type 1 –
Type 2 0.6mm 0.4 0.62 0.83 0.17 0.3mm 0.5 0.33
Type 3 0.17

The gas inside the thrusters is nitrogen. In all types of the thrusters mentioned above, the
inlet temperature of 300K is imposed. Since the velocity at the thruster exit is supersonic, no
outlet pressure is set at the exit.
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Fig. 4. Geometry of the microthruster

5.1. Flow properties comparison of type 1, 2, and 3

Temperature contours for the three types of microthrusters are shown in Fig. 5. Type 1 is
considered as the reference case. In type 1, the temperature is decreased in the divergent section
due to gas expansion. In type 2, the temperature is increased and reaches to the maximum
value (less than 900K) in the centerline and then it decreases. In type 3, the temperature is
increased (to the maximum temperature of 900K of pre-heated plates), it remains constant in
the pre-heated plates section and then is decreased.

Fig. 5. Temperature contours for three types of microthrusters: (a) type 1 – cold gas, (b) type 2 –
pre-heated walls, (c) type 3 – pre-heated plates

For accurate analysis of types 1, 2, and 3, the flow properties along the microthruster cen-
terline are presented and compared in Fig. 6. These graphs illustrate the effect of pre-heated
walls/plates inside the device on the gas flow properties. A significant pressure reduction occurs
when the flow passes over heater plates in type 3 while the pressure along the centerline chan-
ges more smoothly in type 2 and 1. At the beginning and at the end of the heater plates the
temperature is increased and decreased rapidly in type 3, whereas the temperature is increased
more smoothly in type 2. In the convergent section, it is seen that the heater plates of type 3
microthruster system affect the downstream temperature flow field and increase the temperature
downstream the plates. It can be concluded that the pressure loss at the heater plates in type 3
is converted into a temperature increase.
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Fig. 6. Flow properties comparison of three types of microthrusters

The temperature at the diverging section of the micro propulsion device type 2 is almost
similar to the cold gas microthruster. The exit velocity for type 2 and 3 is identical and greater
than type 1. Therefore, the heating process accelerates the flow. Heating the flow also affects
the Mach number at the exit. In type 2 and 3, the choking place of flow is not changed, but the
exit Mach number of type 2 is greater than type 3. Such behavior is expected because the flow
velocity at the exit is almost identical for type 2 and 3, but the temperature at the nozzle exit is
higher in type 3 than type 2. Therefore, the exit Mach number of type 2 is greater than type 3.

5.2. Microthrusters performance results

Thrust, specific impulse, exit velocity and the mass flow rate are compared for three types
of microthrusters. The total thrust is the sum of thrusts of each cell at the exit. The thrust is
calculated using F = ṁVexit . The specific impulse is calculated as Isp = F/(ṁg).

Quick comparison of the performance of three preceding microthruster systems is provided
in Table 2. It is observed that the thrust and the specific impulse are highest in type 2. The-
refore, a higher temperature would result in a higher thrust and specific impulse. Meanwhile,
the minimum of thrust occurs in type 3, where the heater plates are inserted in. In type 3, the
viscous effects of heater plates dominate the gas expansion and reduce the thrust due to signifi-
cant viscous effects of the plates. In type 2, the flow is heated and accelerated but there are no
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heater plates in the domain to increase the frictional forces. Hence, the performance parameters
of type 2 are higher than the two others.

Table 2. Comparison of performance of three types of microthrusters

ṁ [g/s] Vexit [m/s] F [mN] Isp [s]

Type 1 12.3 980 11.1 106.7

Type 2 11.8 1310 14.7 144.7

Type 3 7.4 1290 7.1 121.3

5.3. Effects of temperature gradient

Kundu et al. (2013) showed that there was a temperature gradient in a hydrogen proxide
monopropellant microthruster at the chamber section. Therefore, in this Section, the effect
of temperature gradient on the thruster performance is studied. Three cases of temperature
gradients are implemented on the wall of micropropulsion device type 2 and on the heater plates
of microthruster type 3 (see Table 3).

Table 3. Comparison of performance of three types of microthrusters

Type of
Gradient case

Temperature at the beginning Temperature at end of
microthruster of wall/heater plates [K] wall/heater plates [K]

Linear: 1 300 500
Type 2/type 3 Linear: 2 300 700

Linear: 3 300 900

Grid/PPC studies have been carefully carried out for all gradient cases. In this Section, only
the results obtained from simulation are presented. Temperature gradients of microthrusters 2
and 3 without the gradient and with the gradient (case 3) are depicted in Fig. 7.

Fig. 7. Comparison of temperature contours for gradient case 3 and constant temperature: (a) gradient
case (up), constant pre-heated wall (900K) (bottom) for microthruster 2, (b) gradient case (up),

constant pre-heated plate (900K) (bottom) for microthruster 2

It is observed that the exit temperature of microthruster 2 is slightly larger than the exit
temperature of microthruster 2 with gradient case 3. The same temperature behavior is seen for
thruster type 3. Table 4 provides a quick review of the microthrusters performance.

It is demonstrated that temperature gradient case 3 has a higher thrust and specific impulse
for both types of microthrusters (type 2 and 3).
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Table 4. Performance comparison of three types of microthrusters

Type of
Gradient case

Mass flow Exit velocity Thrust Specific
microthruster rate [gs−1] [ms−1] [mN] impulse [s]

Linear: 1 12.1 1030 12.3 119.7
2 Linear: 2 12 1211 13.7 130.4

Linear: 3 11.7 1305 14.6 142.3

Linear: 1 6.85 1003 4.41 85.1
3 Linear: 2 6.9 1111 5.4 99.8

Linear: 3 7.2 1263 6.8 118.5

6. Performance comparison with/without temperature gradient

Figure 8 compares the thrust, specific impulse, mass flow rate and the exit velocity of all types
of microthrsueters with the constant temperature and with temperature gradient cases.

Fig. 8. Comparison of performance parameters of three types of microthrusters with constant
pre-heated walls/plates and with gradient cases

It is observed that the highest thrust and specific impulse occurs in microthruster 2 with the
constant wall temperature of 900K. Insertion of pre-heated plates into microthruster 3 decreases
the thrust. Pre-heated plates/walls increase the exit velocity. However, by implementing a higher
temperature gradient to walls/plates, the microthrusters performance is elevated.
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7. Conclusion

A DSMC/NS solver has been used in this paper. Accuracy of simulations has been first verified
by simulation of a micronozzle. Then the flow inside three different microthruster system con-
figurations has been simulated. A cold gas microthruster as type 1, pre-heated wall propulsion
device as type 2, and a thruster with pre-heat plates inside the domain as type 3 have been
simulated. It is observed that an increase in the fluid temperature accelerates the flow. Insertion
of pre-heated plates inside the domain increases pressure loss, whereas heating up the walls
of the thruster does not increase the frictional forces and, consequently, does not increase the
pressure loss. It is demonstrated that type 2 has higher performance parameters than type 1
and 3. Also, temperature gradients have been implemented into the pre-heated walls and plates.
It is observed that a higher gradient would elevate the thrust and specific impulse. Among all
simulated cases, microthruster of type 2 with constant pre-heated walls (no temperature gra-
dient) has better performance than all other cases. Microthruster 2 benefits from heating up
which accelerates the flow, whereas it does not suffer from the frictional forces caused by the
heater plates in type 3.
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Theoretical considerations and a simulation study concerning description and analysis of
new autopilot structures and issues relating to conversion of guidance commands into de-
flections of a complex system of control surfaces aimed at minimizing the miss distance
value are presented in this paper. Due to nonlinear and nonstationary nature of the phe-
nomena associated with the guidance process, a significant role is assigned to simulation
studies. A comparative analysis has been made of the guidance processes of three models of
a dual-control missile, which differ in terms of formulae implemented in the control command
converters.

Keywords: dual-control missile, autopilot, guidance, miss distance

1. Introduction

Recent years have seen a significant increase in the possibilities offered by the air attack, both in
terms of the impact on the enemy and the tactics used. Common use is made of jamming, anti-
-missile maneuvers, long-distance guided glide bombs and anti-radiation missiles. The intensive
development of aircraft as well as maneuvering and aeroballistic missiles, and the increasingly
common use of unmanned aircraft systems on today’s battlefields, demand that ways are found to
counteract these threats. Areas in which progress has been made include solutions for producing
the lift force and methods of controlling anti-aircraft missiles. In particular, this concerns the
design of dual-control missiles which have sets of aerodynamic fins both in front of and behind
the missile center of mass. The aim of these solutions is to extend maneuvering possibilities of
the missiles, thereby to increase the effectiveness of control during the terminal guidance phase.

Dual-control missiles were subjected to scientific analysis in the early 1990s (Hull et al., 1990;
Ochi et al., 1991). Research in this area has been carried out by centers in, for example, Israel
(Idan et al., 2007; Shima and Golan, 2006, 2007), the United States (Schroeder, 2001; Shtessel
and Tournes, 2009), China (Hua et al., 2016; Yan and Ji, 2012), Japan (Ochi, 2003) and Spain
(Ibarrondo and Sanz-Aránguez, 2016). These studies have largely concentrated on the optimum
distribution of signals between control channels with attention being given both to problems of
minimizing the miss distance and to general strategies for controlling and guiding missiles to
aerial targets.

The high maneuverability of modern airstrike weapons enables them to react effectively to
fire, including through anti-missile maneuvers. This situation is particularly disadvantageous
during the terminal guidance phase, as it requires a very rapid reaction on the part of the
missile, involving significant rotations of its airframe. This disturbs working conditions of the
seeker, increasing dynamic errors of the coordinate determination system (Grycewicz et al., 1984;
Siouris, 2004; Yanushevsky, 2007; Gapiński and Krzysztofik, 2014). These errors are incorporated
into the missile control commands, leading to increased miss distances and, thus, to reduced
effectiveness of fire against the target. The minimization of miss distances is especially critical
against ballistic missiles, which are generally destroyed by a direct hit, using the kinetic energy of
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the guided missile. In these situations, the miss distance cannot exceed geometrical dimensions
of the target.
It, therefore, becomes necessary to seek for solutions enabling stabilization of the operating

conditions of the on-board seeker. Every change in the angle of attack and the use of aerodynamic
control moment to produce rotation of the airframe achieved through deflection of the fins brings
about transitional processes in the system that have an adverse effect on the operating conditions
of the seeker installed in the nose section.
The use of a dual-control aerodynamic scheme is interesting in view of the increased technical

control possibilities offered and, thus, the extended possibilities available for the guidance process
itself. For example, the sets of fins in the control planes may deflect in the same direction (“divert
mode”) or in opposite directions (“opposite mode”) – that is, the angles of deflection of the
control surfaces located in front of and behind the center of mass of the missile airframe may
have either the same or different signs.
This study focuses on issues related to improving the operating conditions of the seeker

installed on an anti-aircraft missile. Specifically, the terminal phase of the guidance of the missile
to an aerial target – the phase of particular relevance to effective combating of modern highly
maneuverable air attacks.
The structure of the paper is as follows. In Section 2, a mathematical model is given for

the dynamics of dual-control missile flight. The models of the elements making up the guidance
loop are presented in Section 3. In Sections 4 and 5, formulae are proposed for the conversion of
control commands, with selected simulation results. Conclusions and closing remarks constitute
the final Section.

2. Dual-control missile dynamics model

We consider a cruciform, roll-stabilized missile with dual controls located in front of and behind
the center of mass (Fig. 1).

Fig. 1. Dual-control missile configuration

The motion of the missile is considered independently in the control planes. Selected questions
will be addressed in the case of motion in the pitch plane.
The dynamics of the missile in the pitch plane is described by the following system of

equations

ẋ(t) = Ax(t) +Bq(t) y(t) = Cx(t) (2.1)

where x is a state vector

x ∈ R
5×1 : x =

[
θ ω ϑ δC δT

]T
(2.2)
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y is a vector of output signals

y ∈ R
2×1 : y =

[
ω ϑ

]T
(2.3)

and q is a control vector

q ∈ R
5×1 : q =

[
0 0 0 δcomC δcomT

]T
(2.4)

The symbols in equations (2.2)-(2.4) have the following meanings: θ is the pitch angle of the
missile velocity vector; ω is the angular rate of the missile airframe; ϑ is the pitch angle of the
missile airframe; δcomC and δC are the commanded and actual deflections of the canards; δ

com
T and

δT are the commanded and actual deflections of the tail fins.
The matrices A, B and C are defined as follows

A ∈ R
5×5 : A =




−A1 0 A1 AC5 AT5
A3 −A4 −A3 −AC2 −AT2
0 1 0 0 0
0 0 0 −1/τC 0
0 0 0 0 −1/τT




B ∈ R
5×5 : B =




0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 1/τC 0
0 0 0 0 1/τT




C ∈ N
2×5 : C =

[
0 1 0 0 0
0 0 1 0 0

]

(2.5)

where τC and τT are the time constants for the canards and tail fin servos. The coefficients of
the matrix A take the following forms

A1 =
ρV

2m
f1(M,α)

AC2 =
ρV 2

2I
fC2 (M, δC) AT2 =

ρV 2

2I
fT2 (M, δT )

A3 =
ρV 2

2I
f3(M,α) A4 =

ρV

2I
f4(M,ω)

AC5 =
ρV

2m
f5(M, δC) AT5 =

ρV

2m
f5(M, δT )

(2.6)

where V = |V| is the module of the missile velocity vector, ρ is the air density, and α ≡ ϑ − θ
is the airframe angle of attack. Nonlinear functions fi(·), i ∈ {1, . . . , 5} describe the missile
aerodynamics. These depend on, among others, geometric parameters of the airframe, Mach’s
number M , and values of the variables α, ω, δC , and δT . They have a complex form whose
derivation lies outside the scope of this work. The polynomial approximations f̂i(·), i ∈ {1, . . . , 5}
are taken for M > 1.15, and the following are assumed to hold

f1(M,α) ≈ SB f̂1
fC2 (M, δC) ≈ SClC f̂C2 fT2 (M, δT ) ≈ ST lT f̂T2
f3(M,α) ≈ SBlB f̂3 f4(M,ω) ≈ SBl2B f̂4
f5(M, δC) ≈ SC f̂5 f5(M, δT ) ≈ ST f̂5

(2.7)
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where SB , SC , ST and lB , lC , lT are the characteristic surfaces and linear characteristic di-
mensions of the airframe, canards, and tail fins, respectively. The system of equations (2.1) is
supplemented with the kinematic equation

aav = V θ̇ (2.8)

where aav is the available acceleration relative to the normal of the missile velocity vector, and
V is the module of that vector.

The gravitational force acting on the missile during its flight is treated as an external signal
the compensation of which is made in the numerical calculations by means of the adjustment

θ̇G = −
g

V
cos θ (2.9)

where g = 9.81m/s2 is the gravitational acceleration.

Fig. 2. Block diagram of the dual-control missile stabilization system in the pitch plane

A system for stabilization of the static and dynamic characteristics of the airframe is applied
in the form of feedback loops, based on the angular rate and linear acceleration (Fig. 2). Con-
sequently, a vector-matrix equation is obtained to describe motion of the dual-control missile in
the pitch plane, taking account the stabilization system

ẋ = (I+BL)−1(A−BK)x+ (I+BL)−1Bu (2.10)

where I is the identity matrix, and u is the control command vector

u ∈ R
5×1 : u =

[
03×1

uκ

]
∧ uκ =

[
κC
κT

]
(2.11)

where, in turn, κC is the command applied to the canards, κT is the command applied to the
tail fins, and K and L are matrices in the feedback paths

K,L ∈ R
5×5 : K =




0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 KC 0 0 0
0 KT 0 0 0




L =




0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
LC 0 0 0 0
LT 0 0 0 0




(2.12)

where KC , KT , LC and LT are the gains of component control signals for the canards and the
tail fins.
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3. Homing loop model

The system under consideration is a homing system based on a proportional navigation me-
thod in which control signals are dependent on parameters of the line of sight (Siouris, 2004;
Yanushevsky, 2007; Zarchan, 2012)

areq = nVC λ̇ (3.1)

where areq is the required acceleration, n is the navigational constant, VC is the closing velocity
and λ̇ is the angular rate of the line of sight.
A simplified block diagram of the missile homing system is shown in Fig. 3. The loop elements

consist of the target, a seeker with a system for determining the target coordinates (TCD), an
autopilot system (AP) and actuators.

Fig. 3. Block diagram of the missile homing loop

The aerial target is modelled as a mass point whose motion is described by the vector E

E ∈ R
1×4 : E =

[
xE yE θE VE

]
(3.2)

where xE and yE are the coordinates of the instantaneous position of the target, θE is the pitch
angle of the target velocity vector, and VE is the module of the target velocity vector. The
changes in the target velocity and the pitch angle are defined by

V̇E = a
L
E θ̇E =

1

VE
aE (3.3)

where aLE is the longitudinal acceleration and aE is the lateral acceleration in the pitch plane.
The changes in the accelerations aLE and aE are approximated by the first-order dynamics

ȧLE =
κLE − aLE
τE

ȧE =
κE − aE
τE

(3.4)

where κLE and κE are the commanded accelerations and τE is the time constant. The commanded
accelerations are subject to the following restrictions

|κLE | ¬ κLE |κE | ¬ κE (3.5)

The angle of the line of sight is given by

λ = arctan
yE − y
xE − x

(3.6)

where the coordinates x and y describe the instantaneous position of the missile.
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The seeker supplies data to the coordinate determination system. A significant problem
relating to the homing process is the determination of the current angular rate of the line of
sight as determination of the position of the target is hampered by the fact that the motion of
the missile airframe affects the operation of the coordinate determination system. The signal
returned by the seeker contains information about the angular rate of the line of sight distorted
by the inertia of the system (Grycewicz et al., 1984) via a signal proportional to the angular
acceleration of the missile airframe, and by generally understood measurement errors

sλm(s) =
kS

τSs+ 1
[sλ(s) + s∆λ(s) + s2ξϑ(s)] (3.7)

where ξ is the acceleration gain factor, kS and τS are the gain and the time constant of the
seeker drives, and ∆λ denotes the sum of the error signals occurring in the measuring path.
The sector of observation of the seeker’s antenna is subject to the following restriction

|ϑ− λm| ¬ ζ (3.8)

4. Control command equations

Under the classical approach, the following control equation may be applied for a missile guided
using a method of proportional navigation (Grycewicz et al., 1984)

κ = η1λ̇+ η2λ̈ (4.1)

where κ is the control command, η1 is a navigation function dependent on time and mass-
-geometrical characteristics of the missile, and η2 is a variable related to compensation of the
errors resulting from the airframe dynamics. Expression (4.1) is insufficient to perform the
guidance process of a dual-control missile, as it does not take into account the additional possi-
bilities offered by the dual-control system – in particular, it does not contain a rule for selecting
the control mode.
During the guidance of a missile to the target, it is desirable that

ω = θ̇ = nλ̇ (4.2)

namely, that the angular rate of the airframe should be close to the angular rate of the missile
velocity vector and should not depend on the dynamics of the missile itself. This requirement is
the basis for the formulation of the quantity index

J = E

{ tf∫

0

(ω − θ̇)2 dt
}

(4.3)

where E{·} is the mean operator and tf is the final time. The value of the expression in (4.3)
depends on the system ability to reduce the effect of components related to the dynamics of
the missile airframe. This value will be smaller when the transitional processes occurring during
guidance are shorter and less oscillatory. Figure 4a shows graphs of the angular rates of a dual-
-control missile airframe normalized to the final value, as they respond to step deflections of the
fins (in the divert or opposite mode). The diagram shows the divert mode to be a more desirable
control method in terms of the course of the process. A fundamental drawback, however, is that
the accelerations available in the divert mode are many times smaller than those available in
the opposite mode (Fig. 4b).
Based on Eq. (4.1) and the conditions described above, two forms of the conversion equations

have been formulated for the mathematical model of the dual-control missile given by Eq. (2.10).
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Fig. 4. Normalized angular rates (a) and normal accelerations (b) of the missile airframe

The condition for switching the control commands has been taken to be the result of comparison
of the current values for the required and available acceleration.

The rule in the first case is formulated as follows: if the absolute value of the required accele-
ration in the control plane is greater than the absolute value of the available acceleration in the
divert mode, then the switch to the opposite mode takes place. The equation with acceleration-
-based determination of control commands for the control plane takes the form

uκ =

[
κC
κT

]
=

[
η1λ̇m + η2λ̈m

κT

]

κT =





−η1λ̇m − η2λ̈m for |areq| > |aDav |
η1λ̇m + η2λ̈m for |areq| ¬ |aDav |

(4.4)

where aDav is the available acceleration in the divert mode.

In the second case, an extended acceleration-based conversion model is used, where the values
of required acceleration are compared with the values of available acceleration in the divert and
canard-control mode. If the absolute value of the required acceleration in the considered control
plane is greater than the absolute value of the available acceleration in the divert mode, the
switch to canard control takes place. If the absolute value of the required acceleration also
exceeds the absolute value of the available acceleration in the canard-control mode, the switch
to the opposite mode takes place. In the extended acceleration-based conversion model, Eq.
(4.4)2 for the control command κT is replaced by

κT =






−η1λ̇m − η2λ̈m for |areq| > |aCav |
0 for |aDav| < |areq| ¬ |aCav |
η1λ̇
m
ε + η2λ̈

m
ε for |areq| ¬ |aDav |

(4.5)

where aCav is the available acceleration in the canard-control mode.

Equations (4.4) and (4.5) indicate that in the present dual-control system, the canard fins
are assigned a primary role. The tail fins regulate the resulting aerodynamic control moment
depending on both the relative position of the missile and the target, and on the current state
of the variables in the homing loop.
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It is assumed that the control commands are overlaid with white noise with Gaussian distri-
bution modelling the fluctuating interference caused by the noise from on-board devices and the
environment. The resulting signal is limited by the saturation function

sat(κ) =





1 for κ > 1

κ for |κ| ¬ 1
−1 for κ < −1

(4.6)

where κ is the control command in the general meaning.

5. Simulation of the guidance process

The modelled missile guidance loop consists of systems with highly differentiated dynamics
and event rates, including the rate of electromagnetic wave propagation. For these reasons,
different methods of numerical integration have been used in forming approximate differential
equations for elements of the guidance loop. For the elements subject to a negative feedback loop,
Euler’s approximations are generally sufficient, given an appropriate choice of the integration
step size. Similarly, central-difference formulas computed in an open-loop system have been used
to approximate the motion of the target. The proposed command formulas were examined for
the terminal guidance phase. A comparison of guidance processes was made for the following
missile models: a) dual-control missile No. 1 with the command formula described by equations
(4.4); b) dual-control missile No. 2 with the command formula described by equations (4.4)1 and
(4.5); c) dual-control missile No. 3 with tail-fin control, with the following conversion formula

uκ =

[
κC
κT

]
=

[
0

−η1λ̇m − η2λ̈m

]
(5.1)

The following values were used as quantity indices of the guidance process: a) the value of the
expression in (4.3); and b) the miss distance d defined as

d =
√
(xE − x)2 + (yE − y)2 (5.2)

at the instant at which the closing velocity VC changed the sign.
It is assumed that the missiles have no thrust during the endgame. The following values of

variables have been used in the simulation: m = 100 kg, I = 35 kg·m2, SB = 0.67m2, SC = ST =
0.06m2, lB = 0.2m, lC = lT = 1.36m, τC = τT = 0.01 s, kS = 1, τS = 0.01 s, ζ = 1.3 rad,
τE = 0.1 s.

Scenario 1

The missiles are aimed at a non-maneuvering aerial target (Fig. 5). At the time t = 0, the
target is located at the pitch angle θE = 0

◦ and is moving at VE = 400m/s at a height of 1 500m
and a distance of 3 000m from the initial position of the missiles. At t = 0, the missiles have a
height of 1 000m, the pitch angle of the airframe is ϑ = 5◦, the pitch angle of the velocity vector
is θ = 5◦, and the initial velocity is V = 1000m/s. The time of the simulation is tsim = 2.5 s.
In the simulation, missiles 1-3 intercept the target at the time t1 = t2 = t3 = 2.23 s. The

mean values of the quantity indices from 100 sample runs of the scenario are given in Table 1,
where

d =
1

100

100∑

i=1

di J =
1

100

100∑

i=1

Ji
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Fig. 5. Missile and target trajectories

Table 1. Guidance results

d J

Missile No. 1 0.0054 5.18

Missile No. 2 0.0013 3.49

Missile No. 3 0.0385 9.44

Fig. 6. Control mode comparison for a sample run (OM – opposite mode, DM – divert mode,
CCM – canard-control mode, TCM – tail-fin control mode)

Figures 6 and 7 illustrate selected results from one of the simulation tests.

The analysis of the guidance process indicates that more favorable working conditions for
the seeker are attained in the case of missiles No. 1 and No. 2 than in the case of missile No. 3:
the angular rates of the line of sight stabilize at around 0.5 deg/s (Fig. 7a), while the missile
airframes in the divert mode move at angles of attack of approximately zero (Fig. 7b). In the
case of missile No. 2, the conditions for transition to the divert mode are attained 0.4 s earlier
(Fig. 6) using an indirect control mode (canard-control mode). This leads to the most favorable
stabilization index value for seeker working conditions, and the smallest average miss distance
among the studied missiles (cf. Table 1).
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Fig. 7. (a) Angular rates of the line of sight, (b) angles of attack of the missile airframes

Scenario 2

The missiles are aimed at a fast aerial target maneuvering with longitudinal acceleration
aLE = ±1 g and lateral acceleration aE = ±10 g (Fig. 8). At the time t = 0, the target is located
at the pitch angle θE = 5

◦ and is moving at VE = 350m/s at a height of 800m and a distance of
3 000m from the initial position of the missiles. At t = 0, the missiles are at a height of 1 000m,
the pitch angle of the airframe is ϑ = 0◦, the pitch angle of the velocity vector is θ = 0◦, and
the initial velocity is V = 1000m/s. The time of the simulation is tsim = 2.5 s.

Fig. 8. Missile and target trajectories

The missiles intercept the target at the following times: t1 = 2.34 s for missile No. 1,
t2 = 2.33 s for missile No. 2, and t3 = 2.32 s for missile No. 3. The mean values of the quantity
indices from 100 sample runs of the scenario are given in Table 2. Figures 9 and 10 illustrate
selected results from one of the simulation tests.
In the case of missile No. 2, the conditions for transition to the divert mode are attained most

rapidly using the indirect control mode (Fig. 9). In the case of both missile No. 1 and No. 2, it is
necessary to switch to other control modes later in the guidance process: the opposite mode in
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Table 2. Guidance results

d J

Missile No. 1 0.2663 67.58

Missile No. 2 0.1054 61.09

Missile No. 3 2.8760 73.73

Fig. 9. Control mode comparison for a sample run (OM – opposite mode, DM – divert mode,
CCM – canard-control mode, TCM – tail-fin control mode)

Fig. 10. (a) Angular rates of the line of sight, (b) angles of attack of the missile airframes

the case of missile No. 1, and the canard-control mode in the case of missile No. 2. However, the
conditions for transitioning to the divert mode are still satisfied immediately before the strike
on the target. This makes it possible to reduce the angular rate of the line of sight (Fig. 10a)
leading to a reduction in the miss distance (cf. Table 2). The opposite situation occurs in the
case of missile No. 3 in the tail-fin control mode: as the distance to the target decreases, the
angular rate of the line of sight continues to increase, reaching a value above 300 deg/s at the
moment of strike. The average miss distance of missile No. 3 is larger by an order of magnitude
than that of missiles No. 1 and No. 2.
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6. Conclusions

The proposed control method provides a wide range of possibilities for reacting to changing
conditions of an aerial combat situation.
If the target is such that the missile is not required to perform significant maneuvering, it

can be guided in the divert mode with angles of attack close to zero. The use of the divert mode
enables the angular rates of the missile airframe to be matched with the angular rates of the
missile velocity vector, which is preceded by a short and gentle transitional process. Advantages
of this mode of control include its favorable effect on the operating conditions of the sensor
elements and a reduction in energy losses resulting from oscillations of the airframe. However,
the limited ability to achieve normal accelerations means that guidance using the divert mode
exclusively may prove insufficient to complete the task.
When the required values of normal acceleration are such that the divert mode is insufficient,

the guidance can be performed using opposing deflections of the fins. This mode of control exhi-
bits all characteristic features of control using traditional configurations (tail fins and canards)
with the difference being that it enables higher aerodynamic control moments to be attained,
which may be advantageous when the aerial situation requires a maneuver involving significant
acceleration. The basic drawback is that the achievement of these accelerations is associated
with sudden large reactions of the missile airframe, which disrupts the operating conditions of
the seeker, increasing the percentage error in the control signals.

An advantage is found to result from the use of extended acceleration-based conversion with
an additional control mode – canard control – as an intermediate mode between the divert and
opposite modes. This enables larger accelerations to be achieved than in the case of the divert
mode but, at the same time, generates lower values of the angular rates and angles of attack
than the opposite mode, with resultant tactical advantages.
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A powerful computational methodology, named the barycentric Lagrange interpolation ite-
ration collocation method (BLIICM), for solving nonlinear bending problems of a doubly
clamped microbeam under electrostatic loads is presented. The nonlinear governing equation
of the microbeam is converted into a linear differential equation by assuming the initial
function. The barycentric Lagrange interpolation collocation method (BLICM) is used to
solve the linear differential equation. The direct linearization formulations and Newton li-
nearization calculation formulations for the nonlinear differential equation have been given.
The calculation method and formulation of the nonlinear integral term have been discussed
in details. By applying a barycentric Lagrange interpolation differential matrix, a matrix-
-vector calculation formula of BLIICM has been established. Numerical results of calculation
examples show that the advantages of the proposed methodology are efficient, simple and
of high precision.

Keywords: nonlinear microbeams, barycentric Lagrange interpolation, collocation method,
linearization method, iteration method

1. Introduction

Microbeams are used in microsensors and microactuators fabricated by MEMS technology
(Brusa et al., 2004). The main mechanism of microsensor and microactuator can be simpli-
fied as a microbeam in micro electro-mechanical systems (MEMS). The geometric dimension of
microbeams is normally in micron scale and microbeams mainly bear electric loads and axial
forces. The relation between the force of electric potential acting on the microbeam and the
deflection of the microbeam is nonlinear. For accurate analysis of microbeam mechanical pro-
perties, the elongation effect of the microbeam shall be considered. Considering external forces
and geometric nonlinear factors of the microbeam, the governing equation of the microbeam
bending established is a nonlinear differential equation. The analytical method used to solve
the microbeam nonlinear differential equation is often extremely complicated and sometimes
even impossible. With the progress of computer technology, the numerical method has become
important for analysis of nonlinear bending of microbeams (Rezazadeh et al., 2009; Zand et al.,
2009; Batra et al., 2008).

A high accuracy numerical method is needed to analyze microbeams, because the maximum
deflection of the microbeams deformation is in micron to nanometer scales. Nayfeh, Mook, and
Lobitz used a numerical-perturbation method to analyze forced vibration of a non-uniform beam
(Nayfeh et al., 1974). Refwield (2015) analyzed vibration of nonlinear flat arch. Choi and Lovell
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(1997) converted the microbeam boundary value problem into the initial value problem and
then used the shoot method to solve it (Choi, 1992). The differential quadrature method is a
high precision collocation method widely used to solve Euler-Bernoulli microbeam bending and
vibration problems (Shu and Du, 1997; Tomasiello, 1998; Karami and Malekzadeh, 2002). The
differential quadrature method is a collocation method that approximates the unknown function
based on Lagrange interpolation (Kuang and Chen, 2004; Najar et al., 2004; Sadeghian et al.,
2007). Due to numerical instability of Lagrange interpolation, its calculation result tends to be
instable with an increase of quantity of calculation nodes.
We can obtain a barycentric Lagrange interpolation by transforming the Lagrange interpo-

lation into barycentric form. Rewriting the Lagrange interpolation formula to barycentric form
can apparently improve numerical stability of the interpolation (Berrut and Trefethen, 2004).
Wang et al. (2007) used the barycentric interpolation to approximate the unknown function,
establishing differential matrices of the unknown function and each order of its derivative on
calculation nodes, proposing a high accuracy grid-free barycentric interpolation collocation me-
thod to solve differential equation initial (boundary) value problems, and providing an algorithm
program and a large amount of engineering calculation examples (Berrut et al., 2005; Floater
and Hormann, 2007; Li and Wang, 2012; Wang et al., 2014a,b). Numerical calculation examples
show that the barycentric interpolation collocation method has advantages of convenient use,
high efficiency and high accuracy. It is a high accuracy meshless numerical calculation method
applicable to numerical calculations for various differential equations.
Based on the barycentric interpolation collocation method and in combination with the line-

arization method for nonlinear differential equations, this article has established a barycentric
Lagrange interpolation iteration collocation method (BLIICM) for solving nonlinear bending
problems of doubly clamped microbeams under electrostatic loads, and presents numerical cal-
culation examples to verify effectiveness and computational accuracy of this proposed method.

2. Barycentric Lagrange interpolation and its differentiation matrices

Given a function v(x) defined on the interval 0 = x1 < x2 < · · · < xn = l and function values on
the nodes vj = v(xj), j = 1, 2, . . . , n, the barycentric Lagrange interpolation of the function v(x)
is

v(x) =
n∑

j=1

wj
x− xj

vj

/
n∑

j=1

wj
x− xj

(2.1)

where wj = 1/
∏
j 6=k(xj − xk), j = 0, 1, . . . , n is the barycentric Lagrange interpolation weight.

The barycentric Lagrange interpolation of the function v(x) can be simplified as

v(x) =
n∑

j=1

Lj(x)vj Lj(x) =
wj

x− xj

/
n∑

j=1

wj
x− xj

(2.2)

And then, the m-th order derivative of the function v(x) can be written as

v(m)(x) =
dmv(x)

dxm
=
n∑

j=1

L
(m)
j (x)vj (2.3)

So the m-th order derivative of the function v(x) on the nodes x1 < x2 < · · · < xn can be
written as

v(m)(xi) = v
(m)
i =

dmv(xi)

dtm
=
n∑

j=1

D
(m)
ij vj (2.4)
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Equation (2.4) can be written in the following matrix form (Wang et al., 2007)

v(m) = D(m)v (2.5)

where v(m) = [v
(m)
1 , v

(m)
2 , . . . , v

(m)
n ]T and v = [v1, v2, . . . , vn]

T represent the column vector of the
m-th order derivative and the value of the function v(x) on the nodes, respectively. Matrix D(m)

indicates the unknown functionm-th order barycentric Lagrange interpolation differential matrix

on the nodes x1, x2, . . . , xn, which is composed of the elements D
(m)
ij = L

(m)
j (xi).

3. Calculation models of an MEMS microbeam

As shown in Fig. 1, while a microbeam is loaded electrostatically, the transverse force per unit
area is displacement dependent. So the function per unit force of the axial coordinate x is
expressed as

p = p(v(x)) =
ε0V

2

2[g − v(x)]2 (3.1)

where V is the applied voltage, g is the gap between the beams and the cover electrode (Fig. 1),
and ε0 = 8.854 · 10−12 F/m is the permittivity of vacuum.

Fig. 1. Diagram of a doubly clamped microbeam

Stretching the induced tension T and tension from the intrinsic strain Ti can be included
with the nonlinear loading for the most accurate representation (Nayfeh et al., 1974)

EI
d4v

dx4
− (T + Ti)

d2v

dx2
=

ε0V
2w

2[g − v(x)]2 (3.2)

where Ti is taken as 0.01% of the residual strain of the microbeam and w is the width of the
microbeam. According to the relation between the stretching tension and bending deflection of
the microbeam, Eq. (3.2) can be written as

EI
d4v(x)

dx4
−
[Ewh
2l

l∫

0

(dv(x)
dx

)2
dx+ Ti

]d2v(x)
dx2

=
ε0V

2w

2[g − v(x)]2 (3.3)

Equation (3.3) is solved by the numerical method proposed in this article with the boundary
condition

v′(0) = v′(2l) = v(0) = v(2l) = 0 (3.4)



744 M. Zhuang et al.

4. Linearization iteration collocation method for the nonlinear differential
equation

Using Eq. (2.2) to approximate the unknown function, nonlinear Eq. (3.4) is usually discreted
to nonlinear algebraic equations and then the Newton-Raphson iteration is used to solve these
nonlinear algebraic equations to obtain a numerical solution. The discrete form of the barycentric
interpolation collocation method for Eq. (3.3) can be written as

EI
n∑

j=1

L′′′′j (xi)vj −
[Ewh
2l

l∫

0

( n∑

j=1

L′j(x)vj
)2
dx+ Ti

] n∑

j=1

L′′j (xi)vj

=
ε0V

2w

2
(
g −∑nj=1 Lj(x)vj

)2

(4.1)

It is very fussy to construct a Newton-Raphson iteration form of nonlinear Eq. (4.1). The
linearization iteration collocation method is adopted to solve nonlinear Eq. (4.1). Under a me-
chanical load, for a given assumed initial function v0 = v0(x), under electric load and for the
given assumed initial function of v0 = v0(x), Eq.(4.1) can be directly linearized to

EI
d4v(x)

dx4
−
[Ewh
2l

l∫

0

(dv0(x)
dx

)2
dx+ Ti

]d2v(x)
dx2

=
ε0V

2w

2[g − v0(x)]2
(4.2)

Accordingly, the linearized iteration form can be directly constructed as follows

EI
d4vk(x)

dx4
−
[Ewh
2l

l∫

0

(dvk−1(x)
dx

)2
dx+Ti

]d2vk(x)
dx2

=
ε0V

2w

2[g − vk−1(x)]2
k = 1, 2, 3, . . .

(4.3)

Equation (4.3) is a linear differential equation. Using form (2.5) of the barycentric Lagrange
interpolation and characteristic of interpolation basis functions, Eq. (4.3) can be written in form
of a matrix

[
EID(4) − (Tk−1 + Ti)D(2)

]
vk = pk−1 k = 1, 2, 3, . . . (4.4)

where

pk−1 =
ε0V

2w

2[g − vk−1]2

is the external force vector of the (k − 1)-th iteration.
The Newton iteration method is anthoer more available way. In the Newton iteration method,

the approximating function is the line tangent to the nonlinear electric load

p = p(v(x)) =
ε0V

2

2[g − v(x)]2

at the initial point v0 (advised v0 = 0), where v0 is the assumed initial point. Equation (4.2) in
a Taylor series about v0 and discarding nonlinear terms yields

p(v) ≈ p(v0) + p′(v0)(v − v0) (4.5)
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Substituting Eq. (4.5) into Eq. (4.2), we can obtain

EI
n∑

j=1

L′′′′j (xi)vj −
[Ewh
2l

l∫

0

( n∑

j=1

L′j(x)vj(0)
)2
dx+ Ti

] n∑

j=1

L′′j (xi)vj

= p(v0) + p
′(v0)(v − v0)

(4.6)

Accordingly, the following iteration differential equation of the Newton linearization method can
be obtained

EI
n∑

j=1

L′′′′j (xi)vj(k) −
[Ewh
2l

l∫

0

( n∑

j=1

L′j(x)vj(k−1)
)2
dx+ Ti

] n∑

j=1

L′′j (xi)vj(k)

= p(v(k−1)) + p
′(v(k−1))(v(k) − v(k−1))

(4.7)

Now, the iteration differential matrix form of Eq.(4.7) can be obtained as follows
[
EID(4) − (Tk−1 + Ti)D(2)

]
vk = pk−1 + p

′
k−1(vk − vk−1) k = 1, 2, 3, . . . (4.8)

The nonlinear integral term in the microbeam governing Eq. (3.3) is related to stretching
tension of the microbeam and its computational accuracy directly affects the error of the final
computation result. We use Gauss integration for numerical integration. Barycentric interpola-
tion of the unknown function is substituted in the integral term, and the square expansion of
the integral term yields

T =
Ewh

2l

l∫

0

(dv(x)
dx

)2
dx =

Ewh

2l

l∫

0

( n∑

j=1

L′j(x)vj
)2
dx

=
Ewh

2l

n∑

i=1

n∑

j=1

( l∫

0

L′i(x)L
′
j(x) dx

)
vivj

(4.9)

Introducing notation Aij =
∫ b
a [L
′
i(x)L

′
j(x)] dx, we can obtain

b∫

a

(dv
dx

)2
dx =

N∑

i=1

N∑

j=1

Aijvivj = v
TAv (4.10)

where A is an n × n matrix comprising elements Aij and referred to as the barycentric inter-
polation integral matrix. Aij is a definite integral of arycentric interpolation primary function
derivative interactive product, which is constant only if related to the interpolation node and
irrelevant of the type of problem to be solved. According to formula (4.10), we can obtain
stretching tension of the microbeam after (k − 1)-th iteration

Tk−1 =
Ewh

2l

l∫

0

(dvk−1(x)
dx

)2
dx =

Ewh

2l
vTk−1Avk−1 (4.11)

The substitution method (Wang et al., 2007) is used to apply boundary conditions of the
MEMS microbeam. Starting from the assumed initial value v0 (v0 = 0) the iteration method is
used to solve direct linearization Eq. (4.4) or Newton linearization Eq. (4.8), to obtain a corrected
solution v1 of the unknown function v(x) on nodes. Then, Eq. (4.11) can be used to obtain the
corrected solution T1. For a given control accuracy ε = 10

−10, if ‖vk−vk−1‖∞ < ε, the corrected
solution vk is the numerical solution of the MEMS microbeam; otherwise the iteration is kept
until the computational control accuracy ε is met and then the numerical solution is obtained.



746 M. Zhuang et al.

5. Numerical results

The calculation program is compiled by MATLAB. By making use of the barycentric Lagrange
interpolation differential matrix, the matrix-vector calculation formula of BLIICM has been
established. Relying on the powerful matrix operation capability of MATLAB, the calculation
program can be easily and quickly compiled. Microbeam geometric and physical parameters are
shown in Fig. 1. For calculation, the computational domain is [0, 400] and the type of discrete
nodes is the Chebyshev node xi = 200 + 200 cos(iπ/n), i = 0, 1, 2, . . . , n. In the collocation
method, 21 nodes are selected. The control precision of iteration methods is 10−10 and the
Gauss integral with 6 points is applied.
In this Section, there is no analytical solution to Eq. (3.2). So, we quote the maximum

residual error (err) to illustrate the solution accuracy of BLIICM. Here, the maximum residual
error is

err = max
k=1,2,...,n

|EIv(4)(xk)− (T + Ti)v(2)(xk)− p(v(xk))|

Based on the numerical results of Fig. 2, Table 1 and Table 2 comprehensively, the following
observations can be concluded:

• in terms of the convergence rate, the Newton linearization iteration is apparently faster
than the direct linearization iteration,

• in terms of differential equation residual, the Newton linearization iteration method has a
higher computational accuracy than the direct linearization iteration method,

• computation results of BLIICM are highly consistent with the results of reference.

Fig. 2. The iterative process of the direct (a) and Newton (b) linearization method at V2 = 40

Figure 3 shows comparative results of the maximum deflection of the microbeam for three
tensional cases with various voltages. It can be seen that the existance of induced tension streng-
thens the deformation resistance of the microbeam. It is also known that deflection of the mi-
crobeam is the smallest while considering the induced tension and the residual tensile strain of
0.01%, and that the deflection of the microbeam is the largest when the axial effects are absent.
Figure 4 shows the relations of the induced tensile force and residual strain of the microbeam

with various voltages. It can be seen that the residual stain has a huge effect on the induced tensile
force, and this effect is more remarkable with an increase of the electric load. The mechanical
properties of the microbeam caused by the residual stain are known that an extremely high
dimensional precision applies to the process and installation of the microbeam, and it needs to
have a great improvement to the process level in fact.
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Table 1. MEMS microbeam calculation results without considering 0.01% residual strain

Vol-
tage
[V2]

Direct iteration method Newton iteration method
Midspan Axial

Itera-
tions

Residual
error

Midspan Axial
Itera-
tions

Residual
error

deflection force deflection force
[µm] [µN] [µm] [µN]

20 0.0589 0.7843 4 4.0536 · 10−7 0.0589 0.7845 3 2.5976 · 10−15
30 0.0935 1.9791 5 6.4801 · 10−7 0.0936 1.9812 3 1.2745 · 10−14
40 0.1335 4.0329 7 1.3098 · 10−6 0.1335 4.0359 4 5.0783 · 10−12
50 0.1818 7.4771 8 1.3105 · 10−6 0.1819 7.4891 4 1.3164 · 10−14
60 0.2463 13.7156 10 5.3423 · 10−6 0.2463 13.7265 4 5.2615 · 10−12

Table 2. BLIICM and Shooting Method numerical results of the MEMS microbeam without
considering 0.01% residual strain

Vol-
tage
[V2]

Direct iteration method Newton iteration method
Shooting method,
Zand et al. (2009)

Midspan Axial Midspan Axial Midspan Axial
deflection force deflection force deflection force
[µm] [µN] [µm] [µN] [µm] [µN]

1.0 0.2694 · 10−2 0.1629 · 10−2 0.2694 · 10−2 0.1643 · 10−2 0.2694 · 10−2 0.1642 · 10−2
2.0 0.1091 · 10−1 0.2686 · 10−1 0.1091 · 10−1 0.2678 · 10−1 0.1089 · 10−1 0.2677 · 10−1
3.0 0.2512 · 10−1 0.1425 · 100 0.2512 · 10−1 0.1427 · 100 0.2512 · 10−1 0.1427 · 100
4.0 0.4617 · 10−1 0.4821 · 100 0.4617 · 10−1 0.4822 · 100 0.4617 · 10−1 0.4822 · 100
5.0 0.7570 · 10−1 0.1296 · 101 0.7570 · 10−1 0.1297 · 101 0.7570 · 10−1 0.1297 · 101
6.0 0.1168 · 10−1 0.3083 · 101 0.1168 · 10−1 0.3085 · 101 0.1168 · 10−1 0.3085 · 101
7.0 0.1765 · 100 0.7039 · 101 0.1765 · 100 0.7046 · 101 0.1765 · 100 0.7045 · 101
8.0 0.2821 · 100 0.1798 · 102 0.2822 · 100 0.1800 · 102 0.2822 · 100 0.1800 · 102

Fig. 3. Maximum deflections for electrical loading and three tensional cases with various voltages

6. Conclusions

Doubly clamped microbeams under electrostatic loads have been analysed by using the collo-
cation method based on the barycentric Lagrange interpolation iteration. Compared with other
numerical methods of solving the differential equation, the collocation method in this article has
merits of simple calculation formulations, convenient program and a high computation preci-
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Fig. 4. Induced axial force for electrical loading with and without the residual strain with
various voltages

sion. The BLIICM adopting matrix-vector calculation formula has obvious advantages in solving
nonlinear problems as it can analyze such problems quickly and accurately.
For the existing stretching effects, the induced tension has a considerable influence in reducing

displacements and stresses because the stiffness increases with the increasing transverse load.
In a especial case of electrical loading, the residual strain has a strong influence on the induced
tensile force. Therefore, analysis of the microbeam geometric nonlinear factor and the inertial
nonlinear factor of MEMS microbeam mechanical properties is very important. In particular, the
microbeam geometric nonlinear factor and the inertial nonlinear factor are decisive for design
and use in MEMS, and sufficient attention should be given to them before implementation.
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Chevron channels are one of the popular techniques that are extensively used in manufac-
turing of compacted heat exchangers. The present paper deals with the experimental and
numerical analysis on the fluid flow and heat transfer in a triangular chevron channel. The
studies are carried out for a uniform wall heat flux equal to 1350W/m2 using air as the
working fluid. The Reynolds number varies from 1000 to 10 000, phase shifts 0◦ ¬ φ ¬ 180◦,
and channel heights are5 ¬ D ¬ 35mm. The study shows a significant effect of the optimum
structure of the triangular chevron on the heat transfer rate and friction loss over the channel
wall. The Nusselt number increases and the Thermal Enhancement Factor (TEF) decreases
with the increasing Reynolds number. The best performance is noticed on the phase shift,
φ = 90◦. For triangular chevron surfaces, the maximum heat transfer is obtained 33.33% up
to 37.5% more than for a smooth wall channel.

Keywords: heat transfer, pressure drop, thermal enhancement factor, phase shift

1. Introduction

Chevron channels are basic channel geometry in plate heat exchangers because of their efficient
heat exchange capabilities. Today, to increase the heat flux rate in nuclear reactors, turbine
blades and electronic equipment, some companies are using chevron surfaces. Chevron surfaces
create turbulent sublayer of laminar flows, as a result the heat transfer becomes increased.
When the friction factor increases, the fan power will increase for a stable velocity of the fluid
flow. To generate more power and enhance system performance of designed turbines, the inlet
temperature of the fluid must be increased. In some cases high temperature of the fluid increases
the temperature of turbine blades to the melting point. In such situations making use of alloy or
super alloys might be a technical solution, but it is justified ecconomically. To reduce temperature
of hot surfaces, one has to use surfaces with spatial geometry including ribs or chevron surfaces.
The experience proves that chevron surfaces lead to a suitable pressure drop. In solar systems,
the fluid flow is laminar so the heat transfer is low, and the chevron surfaces create turbulent
sublayers increasing the heat transfer. One can increase the heat transfer in fluids by: 1 –
separation of fluids, 2 – making laminar sublayers turbulent, 3 – replacing flows in the hot
surface. The first major problem in designing heat exchanger is to save more energy and increase
the heat trasfer rate as well as reduce friction. Thus, chevron surfaces play an important here.

The flow and heat transfer in chevron channels have been extensively investigated in the
recent years, see for example Yang and Chen (2010), Vanaki et al. (2014), Sakr (2015).

Khoshvaght-Aliabadi et al. (2016) found a significant improvement in the heat transfer co-
efficient by using pure water instead of a water-ethylene glycol mixture. However, the Nusselt
number increased considerably with a grow in the weight percentage of ethylene glycol in the wor-
king fluid. The convective thermal resistance was noticeably reduced by using the SWMCHSs.
As an example, a reduction of 113.8% was obtained for the water flow at the mass flow rate of
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0.024 kg/s in the SWMCHS with l = 20mm and a = 1.0mm, compared to the straight MCHS
at the same conditions.

Yongsiri et al. (2014) found that the ribs which induced recirculation gave a higher Nusselt
number and friction factor than those which did not. Among the ribs examined, the ones with
θ = 60 yielded a comparable heat transfer rate 1.74 times of those in the smooth channel, and
θ = 120 yielded a thermal performance factor 1.21 which was higher than those given by others.

Al-Shamani et al. (2015) showed interesting results of changing rib groove shapes in thermal
and fluid fields. The results proved that trapezoidal grooves with increasing height in the flow
direction (Trap+R-TrapG) gave the highest Nusselt number in comparison with other types of
trapezoidal channels. 1) By changing types of nano particles (Al2O3, CuO, SiO2, and ZnO) the
results revealed that SiO2 led to the highest Nusselt number, then followed by Al2O3, ZnO, and
CuO, respectively, while pure water gave the lowest value of Nusselt number. 2) The Nusselt
number increased with the increasing volume fraction of nanoparticles. 3) The Nusselt number
increased gradually with a decrease in diameter of the nano particles. 4) The Nusselt number
increased gradually with growth in the Reynolds number in the range of 10 000-40 000.

Eiamsa-ard and Changcharoen (2011) found that by reducing the degree of sudden changes
of the main flow, the flow separation suppresses and thus the corner separation of bubbles
in front and rear surfaces of the rib decreases. The streamlines proved that among the ribs
with concave surfaces unrecognized corner separation of bubbles appeared, whereas those with
modified convex surfaces generated corner separation of bubbles with size comparable to that of
the unmodified square rib. All ribs with concave surfaces induced a larger recirculation zone than
the others, resulting in high turbulence intensity. With good conformation of the streamlines, the
rib with concave-concave surfaces gave the highest Nusselt number and the friction factor while
those with convex-concave surfaces provided the lowest friction factor with moderate Nusselt
numbers.

Due to the prominent effect of a low friction factor, the rib with the convex-concave surface
offers the highest TEF with the maximum value of 1.19.

Xie et al. (2014) studied the flow structure and heat transfer in a square passage with offset
mid-truncated ribs.

The heated surface of 135◦ V-shaped mid-truncated ribs provided the highest heat transfer
enhancement, while the heated surface of 90◦ mid-truncated ribs with no staggered arrangement
behaved best in reducing the pressure loss penalty.

Moon et al. (2014) proved that the new boot-shaped rib gave the best heat transfer perfor-
mance with an average friction loss performance, and the reverse pentagonal rib gave the best
friction loss performance.

Dellil et al. (2004) conducted a geometrical parametric study by changing the amplitude-
to-wavelength ratio. Comparison of predicted results for a wavy wall with those for a straight
channel indicated that the averaged Nusselt number increased until a critical value was re-
ached where the amplitude wave was increased. However, that heat transfer enhancement was
accompanied by an increase in the pressure drop.

Characteristics of the fluid flow and heat transfer in a periodic fully developed region of a
corrugated duct were numerically obtained using the finite element software by Islamoglu and
Parmaksizoglu (2004). Both the heat transfer coefficient and the pressure drop for the corrugated
ducts were in good agreement. In addition, the finite element technique can be used to simulate
heat exchanger channels.

However, the present study is concerned with a special triangular chevron channel with the
focus on variation in the phase shift φ and distance of plates D. The experimental and numerical
methods have been used to find the best φ and D with considering the maximum Nu and TEF
as well as the minimum friction factor.
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2. Experimental setup

The experimental set up is shown in Fig. 1. The plate geometry is 125×80mm. A forced-
-convection air flow was used in the experiments and an equal power input for heated length
was established in the bottom walls. To measure the temperature distribution of each chevron
wall, nine thermocouples (KTJ model TA-288) were used with 4mm diameter holes drilled into
the side wall (number 8 in Fig. 1). These holes were located at axial distances of (T1), (T2),
(T3), (T4), (T5), (T6), (T7), (T8), (T9). The accuracy of the thermocouples was ±1◦C. A
U-manometer was located at the chevron surface to measure pressure drop within the triangular
chevron channel (number 4 in Fig. 1). The accuracy of pressure transducer was ±1mm C2H6O.
The test section was also isolated to avoid thermal losses. The experimental procedure involved
adjusting the flow rate to the desired value (number 1 in Fig. 1). After the fan was turned on
and the desired Reynolds number was obtained, the power input of plate heaters (number 6
in Fig. 1) gradually increased and maintained at 1350W/m2 to provide sufficient measurement
while the fluid property varied. The heat supplied into the chevron walls was adjusted to achieve
the desired level by using electric heaters, which were 1.314mm thick, 80mm wide and 150mm
long. They were located at the back of the bottom triangular chevron plate. The voltage and
current of the electric input to the plate type heaters were controlled by a DC power supply
(P.A. Hilton model Ltd H111/07332) unit (number 5 in Fig. ). Temperatures were recorded at
intervals of 15min until a steady state was reached. Steady state conditions were assumed to
prevail when temperature measurements (number 8 in Fig. 1) on the plates were within ±1◦C.
These instruments were placed and fitted in a container made of the plexiglas insulator.

Figure 1 shows the assembled configuration of the test module with the fluid entrance and exit
from the channel. The chevron surfaces are fabricated from blocks of aluminum 1060 alloy whose
physical properties are shown in Table 1.

Fig. 1. Assembled configuration of the test module with triangular chevron surfaces

A centrifugal fan which was made of stainless steel and had the inner diameter of 90mm
(number 2 in Fig. 1) sucked the room air at the room temperature and exhausted into the
atmosphere through the test section (that made of plexiglass with 8mm thickness (number 7 in
Fig. 1)). The flow was controlled by a control valve placed inside the fan (number 1 in Fig. 1)
and the air velocity was calculated by a velocity sensor (Dwyer AVU-3V model HP111 LH)
as shown in Fig. 1 (number 3). The display on the DC power controller of the centrifugal fan
(P.A. Hilton Ltd H111/00629) is shown (number 9) in Fig. 1. The accuracy of the velocity sensor
was ±0.1m/s.
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Table 1. Physical properties of the aluminum 1060 alloy

Properties
Conditions
T [◦C]

Density [×1000 kg/m3] 2.7 25

Poisson’s ratio 0.33 25

Elastic modulus [GPa] 70-80 25

Hardness (HB500) 23 25

Thermal expansion 23.6 10−6/◦C 20-100

Thermal conductivity 234W/mK 25

2.1. Physical model

Geometry of the experimental setup of the channel is shown in Fig. 2. The physical properties
of the air have been assumed to remain constant at the average bulk temperature. Impermeable
boundary and no-slip wall conditions have been assumed over the channel walls as well as
the chevron surfaces. The distance between the apexes of the triangle with the vertical axis
coordinates (Dv = 7.5mm) was constant. Length of the channel in front of the test section was
Linlet = 30 cm and length of the channel behind the test section Loutlet = 25 cm. Length of the
test section was (Ltest) 15 cm and height and length of the ribs were H = L = 15mm. Location
of thermocouples shown with a blue circle was HT = 7.5mm of the base chevron surface.

Fig. 2. Geometry of the experimental setup of the channel

The next section creates the entering boundary condition with a heat flux rate of the heater
1350w/m2, The other wall is an insulating one and the inlet section with the input speed
(velocity inlet) as well as the fluid outlet (pressure outlet). The inlet temperature of the working
fluid (air) was kept constant at 298.15 K.

3. Performance parameters

Parameters of interest in the present work are the Reynolds number, friction factor, Nusselt
number and hydraulic diameter

Dh =
2HavgW

Havg +W
(3.1)

where Havg is average distance between the chevron surfaces, and W is width of the chevron
surfaces.

Re =
ρuDh
µ

(3.2)
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where u is velocity of the fluid at the inlet of the test section, Dh is hydraulic diameter and µ is
dynamic viscosity

f = 2
∆p

L

(Dh
ρu2

)
(3.3)

The friction factor is computed by the pressure drop ∆P across length of the duct L, and ρ is
density of flow.

hx =
q̈

Tx − Tb
(3.4)

where hx is the local convective heat transfer coefficient, Tx is the local temperature, Tb is the
bulk temperature and q̈ is heat flux. The heat transfer was measured through the local Nusselt
number which can be written as

Nux =
hxDh
k

(3.5)

where Nu is the Nusselt number and K is conductivity. Then, the average Nusselt number can
be obtained by

Nu =
1

L

∫
Nux dx (3.6)

and

Nus = 0.024Re
0.8Pr0.4 fs = 0.085Re

−0.25 (3.7)

where Nus and fs stand respectively for the Nusselt number and friction factor of the smooth
duct. The Thermal Enhancement Factor (TEF) can be written according to Eiamsa-ard and
Changcharoen (2011)

TEF =
Nu

Nus

( f
fs

)− 1
3

(3.8)

4. Numerical model

Numerical analysis of the thermal behavior and flow dynamic characteristics of the chevron
channel has been carried out to predict the heat transfer and pressure drop. The governing
equations have been solved using a finite volume approach. The time-independent incompressi-
ble Navier-Stokes equations and the turbulence model were discretized using the finite volume
method. Many investigators predicted turbulent forced convection in a rectangular duct with
periodic chevron shapes by utilizing different turbulence models, such as k− ε, k− ω, Reynolds
stress model (k − ε) and large eddy simulations (LES) models. The k − ε model made from the
two-equation models when predicting flow patterns of revolving flows.
In the present study, the k − ε model is used for the turbulence modeling, and the SIMPLE

algorithm is used to handle the pressure-velocity coupling. The discretized nonlinear equations
are implemented implicitly. To evaluate the pressure field, the pressure-velocity coupling algori-
thm SIMPLE (Semi Implicit Method for Pressure-Linked Equations) is selected. The following
assumptions are applied in the simulations: the flow is steady, fully developed turbulent and two
dimensional, the thermal conductivity of the channel wall and chevron material do not change
with temperature, and the channel wall and chevron material are homogeneous and isotropic
with an enhanced wall treatment function. The solutions are considered to be converged when
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the normalized residual values are less than 10−6 for all variables, but less than 10−5 only for
the continuity equation.

A grid independence test has been performed for the channel to analyze the effects of grid
sizes on the results, as shown in Fig. 3. It is found that further increase in the grid beyond 51159
cells results in a variation in the Nusselt number less than 1%, thus this grid number is taken as
a criterion of grid independence. This fine mesh size is able to provide good spatial resolution
for the distribution of most variables within the channel.

Fig. 3. Investigation of the independency of mesh elements

Figure 4 shows the grid size of mesh elements near the chevron walls. To investigate the
independency of the mesh, the number of mesh elements increases near the chevron walls by
y+ = 2.014253.

Fig. 4. Grid size of mesh element near the chevron walls

5. Results and discussion

5.1. Phase shift and Reynolds numbers variation in a triangular chevron channel

Figure 5 shows experimental results of temperature variation of the fluid vs. dimensionless
distance x/D for a phase shift of 0◦ and D = 5mm. The air temperature has increased by an
increase in the dimensionless distance. The same results are for other phase differences.

Figure 6 illustrates the average fluid temperature across the triangular chevron wall for
different Reynolds numbers. The fluid temperature significantly decreases with the increasing
Reynolds number. The difference between the numerical and experimental results is about 1% ¬
error ¬ 11%, which proves good validation between both results.
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Fig. 5. Experimental results of temperature variation of the fluid vs. dimensionless distance x/D for a
phase shift of 0◦ and D = 5mm

Fig. 6. Variation and validation of the average temperature of the fluid vs. Re in experimental and
numerical results at phase shifts 0◦, 90◦, 180◦

The numerical and experimental results of the variation of Nu for three phase shifts and
within 3000 ¬ Re ¬ 10000 are shown in Fig. 7. The Nusselt number for the chevron channels is
higher than for the plain channel because the Nusselt number depends on the heat transfer rate.
On the other hand, the values of the Nusselt number are found to increase with an increase in
Re in all cases. Best results are obtained for the phase difference 90◦. The Nusselt number for
φ = 90◦ is about 4.8% higher than for φ = 0. In fact, φ = 90◦ makes more turbulence interrupts
in the development of a thermal boundary layer. The vortices induced in and around the chevron
channels are thought to be responsible for the increase of turbulence intensity of the flow which
leads to higher heat transfer rates.

Figure 8 shows the experimental and numerical results of the effect of the Reynolds number
and the relative phase shift on the friction factor. When the fluid passes through the chevron
channel, a considerable pressure drop occurs. The value of the friction factor decreases with the
increasing Reynolds number in all cases, as expected, due to suppression of the viscous sub-layer
with an increase in Re. Also, the pressure drop in the channel with a phase shift φ = 180◦ is
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Fig. 7. Variation of Nu vs. Re for phase shifts 0◦, 90◦, 180◦ in experimental and numerical results

Fig. 8. Variation of f vs. Re for phase shifts 0◦, 90◦, 180◦ in experimental and numerical results

greater than in other cases. As expected, the f from the φ = 180◦ array is substantially higher
than that with φ = 0◦ and φ = 90◦, whereas the φ = 0◦ yields the lowest φ. The f value of
φ = 180◦ is found to be about 4% above φ = 90◦ and about 5.4% over the φ = 0◦. It can
be interpreted that the φ = 180◦ causes a higher turbulence intensity in the flow due to more
oscillating streamlines than for the other phase shifts (see Fig. 10). But it creates a “stronger”
recirculation region and vortices inside the chevron surfaces, so it prevents the fluid from good
mixing. Thus, it results in a less increase in the heat transfer in comparison with both φ = 90◦

and φ = 180◦. Using the phase shift, one can reduce the occurrence of the recirculation providing
more surface sweep, therefore, the negative effect of the recirculation region on the heat transfer
can be decreased. The shift between the numerical and experimental results for each phase shift
is about 1% ¬ error ¬ 11%, which proves a good validation.
Figure 9 shows the variation of TEF with Re for all phase shifts. The combined effect of Nu

and f values has been simplified by TEF, Eq. (3.8). In general, TEF tends to decrease with the
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rise of Re. It is worth noting that the TEF value of the phase shift 90 is the highest and found
to be the best among other phase shifts.

Fig. 9. Variation of TEF vs. Re for phase shifts 0◦, 90◦, 180◦ in experimental and numerical results

For phase shifts 0◦, 90◦ and 180◦, the maximum TEF values are, respectively, about 1.05, 1.1
and 1.07. It is seen that the phase shift 90◦ gives the highest TEF at lower Reynolds numbers.
At the given chevron surfaces, the phase shift 90◦ yields TEF around 3-7% higher than that
of other two phase shifts. Because of considerably higher Nu and lower f , only for the phase
shift 90◦ will be further investigated in the subsequent Section.

The variation of the dimensionless parameters Nu, f and TEF versus Re for phase shifts 0◦,
90◦ and 180◦ are presented in Figs. 7, 8 and 9, respectively. For three cases and at all positions,
it is observed that there is a relatively good concordance between the experimental data and the
numerical results. For very low flow rates, as in the experiment, it is believed that the observed
differences between the experimental and numerical data may be partly caused by a small error
in the DC source power, heater and the manometer velocity sensor in the system, which can
slightly disrupt the turbulence flow. Another possible cause of these differences is the fact that
the hot junction of the thermocouples, which are the top of the plate surface, covers a small
circular area with a diameter of approximately 1mm and, therefore, the measured temperature
is actually the average temperature of that small surface.

Figure 10 shows the streamlines associated by a modified various phase shift at Re = 10000.
By focus on the upstream flow structures of various phase shifts, the phase shift is φ = 90◦ and
the size of bubbles decrease. The volume of the bubbles, induce larger recirculation zones which
provide higher turbulent intensity. This may be related to a decrease of the laminar sub-layer
and to the maximum heat transfer for φ = 90◦. When the phase shift is close φ = 90◦, it creates
more vortex and decreases bubbles from triangular chevron surfaces. When the phase shift
angle increases, the friction factor also increases because the fluid is oscillating between chevron
surfaces. It is clear that the effect of the phase shift on temperature and flow development in
the chevron channel is that there are smaller recirculation regions and more separation bubble
regions formed in the adjacent inlet/outlet. This effect increases by closing to the phase shift
φ = 90◦, which means that the influence of the wall on the main stream becomes greater. This
generates greater swirl flow in the wavy wall due to transfer vortices of the bulk flow field in the
wavy wall. This induces a higher temperature gradient near the wavy wall. Therefore, the net
heat transfer rate from the wavy wall to the fluid is increased.
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Fig. 10. Streamline of fluids for phase shifts 0◦, 90◦, 180◦

5.2. Effect of distance between triangular chevron surfaces

Figure 11 demonstrates the variation of the average fluid temperature above 7.5mm from the
triangular chevron plate according to numerical and experimental results. In Fig. 11, it is seen
that the numerical calculations with the standard wall function are similar to the experimental
data with the chevron channel for Re = 10000 and φ = 180◦. The wall temperature increases
when the distance between the surfaces increases. It can interpreted that the fluid flow becomes
more complex near the wall region when D increases. As a result, the velocity of fluids decrease
with groving D and the temperature near the wall becomes warmer.

The average numerical and experimental Nusselt number for triangular chevron surfaces at
Re = 10000 for φ = 180◦ is presented in Fig. 12. There is good agreement between numerical
and experimental results with an error less than 10% for most of the results. It can be seen
that with an increase in the distance between triangular chevron surfaces, the Nusselt number
decreases. In fact, the volume of vortices in the laminar sublayer and the velocity of fluids
decrease. Figure 12 shows Nu for triangular chevron surfaces. It is greater than for a smooth
surface below D = 15mm. When D increases for a constant Re = 10000, the velocity of the fluid
decreases. As a result, Nu for triangular chevron surfaces is less than that for smooth surfaces
above D = 15mm.

Figure 13 shows the variation of the experimental and numerical friction factor along the
channel for Re = 10000 and φ = 180◦. There is a good validation of the numerical and experi-
mental results with an error less than 9% for most of results. The friction factor for triangular
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Fig. 11. Experimental and numerical variation of average temperature of the chevron plate vs. different
distances

Fig. 12. Experimental and numerical variation of Nu of the chevron plate vs. different distances

chevron surfaces is the highest compared to the smooth surface. It is obvious that the friction
factor decreases gradually for all configurations with an increase in the Reynolds number.

Based on the same pumping power consumption, the TEF is shown and compared for dif-
ferently distanced chevron surfaces tested, see Fig. 14. By considering the heat transfer and
the pressure drop simultaneously at Re = 10000 and φ = 180◦, the working conditions should
give a high TEF. It is seen from the figure that the TEF tends to decrease as D increases (for
numerical results). Consistently, the investigation reveals a higher thermal enhancement factor
at D = 5mm. There appears transfer of additional heat by conduction which provides a better
fluid mixing. As a result, to obtain the maximum TEF, one should to get the heat exchanger
with the minimum distance between surfaces, see Fig. 14.
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Fig. 13. Experimental and numerical variation of the friction factor for the chevron plate vs. different
distances

Fig. 14. Variation of TEF for the chevron plate vs. different distances

6. Conclusions

A triangular chevron channel is a good alternative in high heat flux applications or more efficient
heat exchange devices used in a variety of engineering structures such as heating and air condi-
tioning systems. In this paper, the effect of phase shift and distance between chevron channels is
examined for Reynolds numbers ranging from 1000 to 10 000. The aim of the stugy is to achieve
to the maximum heat transfer and thermal enhancement factor as well as the minimum pressure
drop. The best phase shift angle is φ = 90◦. Also the distance between chevron surfaces D
has been investigated. The results show that D = 5mm is the best distance between chevron
surfaces in getting the maximum TEF and Nu, and the minimum f . Decreasing and holding
the average base temperature of the chevron surfaces at a constant level, particularly at higher
Reynolds numbers has been successfully achieved. Increasing the Reynolds number leads to a
more complex fluid flow and the heat transfer rate. When the phase shift gets close to φ = 90◦,
Nu and TEF reach the maximum rate, whereas f the minimum nalue. The channels with the
phase shift angle φ = 90◦ are the most attractive from the viewpoint of energy saving compa-
red to others with the phase shifts φ = 0◦ and 180◦. For the triangular chevron surfaces, the
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maximum heat transfer is obtained from 33.33% up to 37.5%, which is higher than for smooth
surfaces.
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The dynamic modeling of vibration of a drivetrain is used for increasing our information
about vibration generating mechanisms, especially in the presence of some kind of gear
faults. This paper describes a research work on the automotive driveline modeling, vibration
analysis, and the effect of gear defects on the dynamic behavior of the system. Firstly, main
drivetrain components including the engine, clutch, single stage spur gearbox and disc brake
are modeled, respectively. The nonlinear dynamic model is simulated by a thirteen degrees of
freedom (DOF) system and the nonlinear function is due to the dry friction path. Secondly,
two types of defects are modeled and introduced into the spur gear system; local damage and
profile error. Then, the nonlinear equations of motion are solved by the numerical Runge
Kutta method and a comparative study of the dynamic behavior of the system in healthy and
defected cases is discussed for each fault type. The influence of the defects on the vibration
response is presented in the time and frequency domain. Finally, analysis of the two defects
together is presented.

Keywords: dynamic behavior, clutch, gear, brake disc, gear local damage, gear profile error

1. Introduction

All conventional automotive vehicles must have drivetrains. The objective of the drivetrain
is to transfer the power developed in a thermal engine to driving wheels. Vibro-impacts in
an automotive driveline system are a critical concern to vehicle manufactures based on noise,
vibration and reliability considerations.
In this context and in order to determine the vibratory behavior, the modeling and studying

a drivetrain system is an important research field addressed by many researchers. Bemporad et
al. (2001) proposed some simple models with two masses where the first represented the engi-
ne and the second the vehicle which included the powertrain, clutch and shafts. Templin and
Egardt (2009) investigated a torsional drivetrain model with only two degrees of freedom. A
more detailed model was developed by Walha et al. (2011) to study the effect of the eccentricity
defect on the dynamic behavior of a coupled clutch-helical two stage gear system. Brancati et
al. (2007) intend to modeled and investigate the effect of oil damping on the dynamic behavior
where the considered model was constituted by a flywheel, clutch and gear pairs of an automo-
tive transmission. Wu and Guangqiang (2016) developed a torsional driveline model to analyze
torsional vibration and reduce the gear rattle. Ghorbel et al. (2017) proposed a linear model
with 22 DOFs including the main subsystems of an automotive drivetrain (engine, clutch, two
helical gear stage and disc brake) to investigate their dynamic behavior and modal properties.
A nonlinear torsional model of the clutch was developed by Xue-Lai et al. (2016) for investi-

gating the influence of each parameter on noise generation. Gaillard and Singh (2000) proposed
five models of an automotive clutch with the dry friction path and investigated energy dissipation
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for each model. Driss et al. (2007) presented a clutch model with 11 DOFs which included three
types of nonlinearity. Saleh et al. (2015), Krak et al. (2015) investigated multi stage stiffness and
hysteresis phenomena with spline nonlinearities in the vibrational behavior of the clutch. Also,
the influence of clutch characteristics of the gearbox rattling in different engine conditions was
studied.

Concerning gearbox modeling, the literature is rich in analytical and experimental works
on gear systems. A detailed model of gear dynamic vibration was investigated in many review
papers (Chaari et al., 2008; Howard et al., 2011; Kim et al., 2010; Walha et al., 2009). These
models are currently heavily used and can include shaft torsional vibration and bearing stiffness.
A gear mechanism may undergo several types of defects. The gear faults can be classified into
three types: manufacturing defects (eccentricity of wheels, tooth profile errors, etc.), assembly
defects (misalignment, parallelism, etc.) and defects appearing during transmission error. In
many earlier gear models, defects or errors have not been taken into account, especially the local
damage and profile error. The research work by Rincon et al. (2012) includes different types of
faults that may affect the gearing and studies their influence an the dynamic response. Indeed,
Fakhfakh et al. (2005) studied the influence of teeth defects of a gear through variation it makes
to the mesh stiffness. In another work, Fakhfakh et al. (2006) analyzed the dynamic behavior of
two stage gears in presence of tooth manufacturing defects. Divandari et al. (2012) investigated
the effect of profile modifications and errors on the gear system dynamic behavior in the presence
of tooth localized defects. Detections of defects become important tools to know health of the
gearbox. There are various vibration analysis techniques which can be used for this purpose.
Time domain frequency domain techniques and time frequency analysis are the methods that
can be employed for gearbox diagnostics (Abouel-seoud et al., 2012; Aherwar and Khalid, 2012;
Kobra et al., 2010). In this paper, the time domain response and the Fast Fourier Transform
(FFT) are used to investigate the effect of gear faults on the drivetrain dynamic behavior.

A wide range of vehicles are equipped with disc brakes which offer many advantages over
drum brakes. The experimental observations of Fosberry and Holubecki (1961) showed that the
vibrations of the disc were much larger than those of the caliper of about 20µm. Ahmed (2011)
developed a detailed theoretical model of the disc brake to reduce squeal phenomena. In another
work, a theoretical model was proposed in order to analyze the influence of the disc brake friction
model of the dynamic response of one-stage spur gear transmission (Khabou et al., 2014).

It should be noted that although the modeling and analysis of the drivetrain dynamic be-
havior presented in the paper already exist in the literature, few results actually address the
dynamic response which includes the influence of gear defects on a coupled system. In this article,
we propose a new nonlinear dynamic model of a drivetrain system that contains thirteen degrees
of freedom. Two typical defects of the gear (local damage and profile error) are introduced to
study their effect on the dynamic response.

2. Dynamic drivetrain model

In this Section, a simple drivetrain model is presented in Fig. 1. This model is composed of three
blocks; clutch, single spur gear stage and disc brake, which are supported by three bearings, one
for the input, the second for the shaft linking the clutch with the geared system and the third one
for the output shaft. The drivetrain system is driven by an engine which transmits torque Te(t)
to the input shaft by a coupling. A load torque Td is applied to the brake disc of the output
shaft.

Using Fourier series decomposition, the engine torque Te(t) can be written as follows

Te(t) = Tp + Tpm cos
(nc
2
Ωet+ φpn

)
(2.1)
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where nc and Ωe are the number of engine cylinders and the engine rotational speed. Tp, Tpm are
respectively the average amplitude and the amplitude of the harmonic, and φpn is the associated
phase. To simplify the problem, the phase is supposed to be equal to zero.
The system has thirteen degrees of freedom (DOF) which can be defined as follows:
• Rotation along the z axis of the flywheel and cover θ1, pressure plate θ2, friction disc θ3,
clutch hub θ4, pinion 12 θ12, pinion 21 θ21 and brake disc θd.

• Translations of the first block (mass mb1) composed of the engine, flywheel, cover and
pressure plate along the x and y directions. The corresponding DOFs are x1 and y1.

• Translations of the intermediate block (mass mb2) composed of the friction disc, clutch
hub and pinion 12 along the x and y directions. The corresponding DOFs are x2 and y2.

• Translations of the output block (mass mb3) composed of wheel 21 and the disc brake
along the x and y directions. The corresponding DOFs are x3 and y3.

• The following inertias are considered: I1 for the flywheel and cover, I2 for the pressure
plate, I3 for the friction disc, I4 for the clutch hub, I12 for pinion 12, I21 for wheel 21 and
Id for the brake disc.

• The elasticity of three shafts is modelled by torsional stiffnesses, respectively K1, K2
and K3. Bearings supporting the input, intermediate and output shafts are respectively
modelled by linear stiffnesses kxi and kyi (i = 1, 2, 3) acting along the x and y directions.

Fig. 1. Vehicle drivetrain model

2.1. Vehicle clutch modelling

The clutch is an important component of the car driveline which can play a significant role in
filtering vibrations due to fluctuations of the engine torque. The modeling of a vehicle clutch is
affected by a torsional model with a nonlinear function, see Fig. 2. This is due to dry friction. The
friction torque T̃f (δ̇) is a nonlinear function which depends on the relative velocity δ̇, such that
δ̇2 is the relative velocity between the pressure plate and the friction disc and δ̇3 describes the
relative velocity between the flywheel and the friction disc. K1 represents the torsional stiffness
of the shaft and k12 is torsional stiffness between the cover and the pressing plate.
The equation of the friction torque is

Tf (δ̇) =
(
µD + (µS − µD)eε|δ̇| tanh(σδ̇)

)
PAR (2.2)

where P is the pressure, A is the surface area of contact and R is the mean radius of that surface.
µs and µD are respectively the static and dynamic friction coefficients, ε is a factor which controls
the gradient of exponential decaying and σ is the conditioning factor that controls the smoothing
level at the discontinuity of this function. The ε and σ values are verified with those by Walha
et al. (2011), and they are equal to: ε = 2 and σ = 50.
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Fig. 2. Dynamic clutch model

2.2. Spur gear system modelling

The gearbox mechanism contains a single stage spur gear (Fig. 3). Toothed wheels 12 and 21
are assumed to be rigid bodies and bearings 2 and 3 are modeled by linear stiffness kxi and kyi
(i = 2, 3). A periodic variation of the gear mesh stiffness k(t) is another excitation source to the
system and it is generated by the time varying number of teeth in contact. Figure 4 shows the
evolution of gear mesh stiffness in the healthy case. The spectrum in this case is composed by
the meshing frequency fm and its harmonics.

Fig. 3. Single stage spur gear modelling

Fig. 4. Gear mesh stiffness for healthy case

The healthy configuration can be described by a step function with no phase and amplitude
modifications. If the contact ratio is less than two, the minimum value corresponds to the mesh
stiffness of one pair of teeth in contact, whereas the maximum value being twice the minimum
amplitude corresponding to two pairs of teeth in contact.

2.3. Disc brake modelling

The braking of the system is done by a disc brake system rigidly assembled with pinion 21.
Composed mainly of the disc and two braking plates, the pair of brake pad assemblies is pressed
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against the disc in order to generate a frictional torque and, consequently, to slow down its
rotation (Fig. 5). The braking torque Cbr can be expressed by the Coulomb model and it is
considered as an externally applied force in the equations of motion of the studied system.

Fig. 5. Disc brake model

The braking torque Cbr can be expressed as follows

Cbr =
4µNϕ(R1 +R2)

6 sin(ϕ/2)

(
1− R1R2
(R1 +R2)2

)
(2.3)

where µ is the friction coefficient of the pad, N is the normal force, ϕ is the pad opening angle
and R1 and R2 are, respectively, the outer and inner radii of the pad.

3. Equations of motion

Lagrange’s method has been used to formulate the nonlinear differential equation governing the
drivetrain system with thirteen degrees of freedom, which is

MGq̈+Cq̇+KGq = F0(t) + F(q) (3.1)

where q is the vector of degrees of freedom defined by

q = [x1, y1, x2, y2, x3, y3, θ1, θ2, θ3, θ4, θ12, θ21, θd] (3.2)

where xi and yi (i = 1, 2, 3) are the bearing displacements. θ represents the angular displacement
of the wheel and gears (12 and 21) along the direction z.

MG is the global mass matrix and expressed by

MG = diag (mb1,mb1,mb2,mb2,mb3,mb3, I1, I2, I3, I4, I12, I21, Id) (3.3)

KG is the stiffness matrix and written as

KG = Ke(t) +K (3.4)

where Ke(t) is the linear time varying mesh stiffness matrix and K designates the constant
stiffness matrix of the bearing and shafts and written as

K = diag (Kb,Ksh) (3.5)
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where the matrices Kb and Ksh are expressed by

Kb = diag (kx1, ky1, kx2, ky2, kx3, ky3)

Ksh =




k12 −k12 0 0 0 0 0
−k12 k12 0 0 0 0 0
0 0 K1 −K1 0 0 0
0 0 −K1 K1 +K2 −K2 0 0
0 0 0 −K2 K2 0 0
0 0 0 0 0 K3 −K3
0 0 0 0 0 −K3 K3




(3.6)

Ki is the torsional stiffness of the shaft i.
The gear mesh stiffness matrix can be written as follows

K(t) = LTδ Lδk(t) (3.7)

where k(t) is the total meshing stiffness. Lδ is the teeth deflection and can be written as follows

Lδ = [0, 0, s1, s2,−s1,−s2, 0, 0, 0, 0, s3 , s4, 0] (3.8)

The constants of deflection si, i = 1, 2, 3, 4 are given in Table 1, where α is the pressure
angle. The base radii of pinions 12 and 21 are respectively Rb12 and Rb21.

Table 1. Coefficients si of K(t)

s1 s2 s3 s4

sinα cosα Rb12 Rb21

C is the damping matrix proportional to the mass and stiffness matrix

C = λMG + ηK̃G (3.9)

where K̃G is the average rigidity matrix, independent of time. λ and η are determined experi-
mentally.
The excitation vector is expressed by

F(t, q̇) = [FTx2/3, FTy2/3,−FTx2/3,−FTy2/3, 0, 0, Te(t)− Tf (δ̇3),
− Tf (δ̇2), Tf (δ̇2) + Tf (δ̇3), 0, 0, 0,−Td +Cbr]

(3.10)

The terms FTx2/3 and FTy2/3 are tangential forces applied by the second block on the third
block along the direction x and y

FTx2/3 = −µDPA
ẋ3 − ẋ2
‖ẋ3 − ẋ2‖

FTy2/3 = −µDPA
ẏ3 − ẏ2
‖ẏ3 − ẏ2‖

(3.11)

4. Effect of damage in spur gear on the dynamic response

A elements in various mechanical driveline systems have a specific vibration pattern that depends
on work conditions and construction. Variation in the vibration pattern in any position of the
system indicates the initiation of defect in the machine. The main objective of vibration analysis
is to identify the condition of the drivetrain to distinguish healthy and defected geared systems
and to identify the defective components. In this part, the effect of local damage and profile
error on the geared system (gear 12) on the dynamic behavior of different components of the
drivetrain will be investigated.
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4.1. Effect of local damage in spur gear on the dynamic response

The main purpose of this Section is to investigate the effects of introduction of the local
damage into the geared system on the dynamic response. In the presence of a local damage
defect, the meshing stiffness variations give important information about the dynamic behavior
of the system. For the modeling of the local gear defect, three approaches have been used in
the literature. The first approach is based on the fact that tooth wear can cause loss of contact
due to deviation of the ideal profile, resulting in a periodic decrease in the tooth stiffness. The
second approach assumes that wear causes reduction of the driving ratio from where it delays
the phase where two pairs of teeth come into contact with a decrease in the amplitude of the
maximum stiffness associated with this phase. The third approach consists in reducing the two
extreme values of the stiffness in addition to the reduction of the driving ratio at the level of the
period affected by this defect. The first two approaches are the most used in the research work.

Fig. 6. Gear mesh stiffness for local defect pinion tooth: (a) time response, (b) corresponding spectrum

The tooth damage is modeled by a loss in the mesh stiffness, and it is shown in Fig. 6a.
In the presence of a local defect, the corresponding spectrum (Fig. 6b) shows that the effect of
defect on the vibration signal is the amplitude modulation around the meshing frequency fm
and a comb lines whose pitch corresponds to the pinion rotation frequency fp.

Using the parameter values illustrated in Table 2, the velocity vibration signals of the second
bearing along the y direction (ẏ2) and the speed time response (θ̇12) of defected gear 12 in the
two cases; for both the perfect working condition and in the presence of the local defect on
gear 12 are shown in Figs. 7a and 7b, respectively. The local damage occurred on the gear tooth
and generated a short duration impulsive signal. The impulse period is 0.075 s, which is equal
to the rotational frequency of the defected wheel (gear 12). The local impulse in the vibration
signal is periodic and repeated every rotation of gear 12 resulting an additional amplitude and
phase modulation.

In the following, we are interested in studying the effects of faults on each subsystem and in
selecting different terms. In the gearbox, we study variation of the dynamic transmission error
(DTE) which is defined in Eq. (4.1). From the literature, it seems clear that the transmission
error represents an interesting indicator of the vibratory behavior of a gear train. On the other
hand, deformations of bodies, teeth as well as other components such as shafts and bearings
are encompassed in this concept. To investigate the clutch dynamic behavior, tangential forces
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Table 2. Values of parameters for numerical studies of the system

Torque excitation Tp, Tpm [Nm] Tp = 300, Tpm = 250

Engine speed Ωe [rpm] Ωe = 800 rpm

Masses mb1, mb2, mb3 [kg] mb1 = 0.5, mb2 = 3, mb3 = 10

Inertias I1, I2, I3, I4 [kgm
2] I1 = 0.2, I2 = 12 · 10−3, I3 = 8 · 10−4, I4 = 2 · 10−4

Torsional stiffness [Nm/rad] k12 = 8 · 104, K1 = K2 = K3 = 3 · 105
Bearing stiffness [N/m] kxi = kyi = 10

8, i = 1, 2, 3

Number of teeth Z12 = 30, Z21 = 45

Normal load [N] N = 1000

Fig. 7. Time response of the second bearing speed along the y direction (a) and of the pinion speed (b);
red line – case with the defect, blue line – case without the defect

applied to the friction disc are taken into account which allows us to give an idea on the torque
transmitted by the clutch. The disc brake is treated by studying disc vibration since the disc
undergoes the most important vibration

DTE = θ12 −
Z21
Z12

θ21 (4.1)

where Z12 and Z21 represents, respectively, the teeth number of pinions 12 and 21.
On the temporal signal, the dynamic transmission error DTE magnitude does not give a

significant change with the presence of a fault. It is hard to detect clear symptoms of any
error in the system from the time domain only, especially when the system is complex. The
frequency domain can be used and it is the most popular approach to diagnosis of defects of
the gear. The spectrum of the DTE in two cases, healthy and defected pinions, are shown in
Fig. 8. In the frequency spectrum in Fig. 9, two frequencies appear: frequency of the meshing
stiffness fm and its harmonics, and frequency of rotation of the pinion fp. The spectrum shows
peaks corresponding to the harmonic frequencies fp. The other peaks represent the natural
frequencies of the system.
The dynamic behavior of the clutch affects not only the dynamics of the drivetrain system

but also the transfer of the excitation to drive wheels. Figure 9 shows the temporal signals
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Fig. 8. Spectrum of the dynamic transmission error; red line – case with the defect,
blue line – case without the defect

Fig. 9. Nonlinear tangential force FTx2/3 along the x direction: (a) time response, (b) corresponding
spectrum; red line – case with the defect, blue line – case without the defect
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and the frequency spectrum of the clutch tangential force FTx2/3 along the x direction. In the
case without the defect, the spectra show peaks around the meshing frequency fm and some
eigenfrequencies (in the frequency band 300Hz to 1000Hz). The dynamic model in this case is
excited only by the periodic time varying meshing stiffness (internal excitation). In the presence
of local damage, there appears in the spectrum a new peak at the frequency fp, which corresponds
to the frequency of rotation of gear 12.

Figure 10 shows spectra of the two tangential forces applied by the second block on the third
block and defined by Eq. (3.10) in the case with the defect. In the presence of the gear fault, the
same remarks are available for FTy2/3 with FTx2/3, and we can interpret that the force amplitude
along the y direction is slightly higher than the force along the x direction.

Fig. 10. Nonlinear tangential forces along x and y directions; blue line – FTx, red line – FTy

Figure 11 represents the frequency response of linear rotation of the brake disc. We can clearly
see the presence of several peaks corresponding to the mesh frequency with their harmonic and
natural frequency of the system. Also, other peaks can be shown which represent the frequency
of pinion rotation fp. This is due to local damage of the gearbox.

Fig. 11. Spectrum of the brake disc vibration; red line – case with the defect, blue line – case without
the defect

4.2. Effect of the profile error in spur gear on the dynamic response

In gear systems, the profile defect is characterized by deviation of shape between the ideal
profile of a tooth and the theoretical profile in the form of a circle. This defect often comes from
the process of machining of teeth. The profile defect is introduced into equations of motion by
adding the exciting term of the displacement type denoted by e12 at the level of tooth deflection
on the line of action. This defect is modelled in Fig. 12.
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Fig. 12. Profile error modelling

The profile error is assumed to be uniform over all teeth. Transmission error due to this
defect can be assimilated by a function which varies periodically with the meshing period Tm as

e12(t) = e12 +
∞∑

i=1

e12 sin(2πifmt) (4.2)

where e12, fm and t are, respectively, the error profile amplitude, meshing frequency and time
variation.

The introduction of this excitation into the equations of motion gives rise to a supplementary
force of external origin given by

Fsup = k(t)e12(t)Lδ (4.3)

The profile error of the gear with the amplitude e12 = 50µm will amplify the amplitude of
the transmission error. This result is ilustrated in Fig. 13a. The logarithmic representation of
the spectrum shows that the meshing frequency is amplified and will be clear in the frequency
shape with detecting other peaks in the signal (Fig. 13b).

Fig. 13. Spectrum of the dynamic transmission error: (a) linear scale, (b) logarithmic scale;
red line – case with the profile error, blue line – case without the defect



776 A. Ghorbel et al.

These results are validated with the spectrum frequency of the tangential force of the clutch
and brake disc vibration in Figs. 14 and 15. The frequency level increases but the signal will be
more complex and difficult to treat especially with the logarithmic representation.

Fig. 14. Spectrum of nonlinear tangential forces FTx2/3 along the x direction; red line – case with the
profile error, blue line – case without the defect

Fig. 15. Spectrum of brake disc vibration; red line – case with the profile error,
blue line – case without the defect

4.3. Effect of the two gear defects on the dynamic response

Figures 16, 17 and 18 represent the frequency response on the dynamic components of the
transmission error, clutch tangential force and brake disc torsional vibration in the two case
studies. We conclude that the effects of the two faults are clear in the spectrum representation,
especially in the DTE signal. The local damage detected by appearing as side bands of the
fundamental frequency and the profile error can be diagnosed by amplification of the frequency.
Another interpretation can be noticed that the peaks due to the local defect are also amplified.

Fig. 16. Spectrum of the dynamic transmission error; red line – with two defects,
blue line – without defects
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Fig. 17. Spectrum of the tangential force FTx2/3 along the x axis; red line – with two defects,
blue line – without defects

Fig. 18. Spectrum of brake disc vibration; red line – with two defects, blue line – without defects

5. Conclusion

The purpose of this research work is to develop a nonlinear dynamic model of a vehicle drivetrain
system, introduce two typical defects and investigate the effect of these faults on the dynamic
response of the system. To achieve this outcome, the developed model with thirteen degrees
of freedom that includes engine excitation, clutch, gearbox and disc brake is detailed and the
differential governing equation is solved by the Runge Kutta integration method. The dynamic
behavior of both the faultless drivetrain (without defect), and the mechanism with the local
damage and profile error of the gear is compared in time and frequency domains. In the faul-
tless mechanism, the spectrum reveals peaks at the meshing frequencies fm and the dominant
eigenfrequency. In the presence of the local defect, amplitude modulation occurs in the time
signal of the bearing and the gear. From the FFT spectrum, it is observed that the effect of the
local fault appears in the frequency domain signal as sidebands of the pinion rotation frequency.
Introducing the profile error, the signal vibratory level increases. These results are verified in
the literature. Finally, the two defects are integrated together and despite the complexity of the
system, the two faults in the frequency representation can be detected. Comparison of these fre-
quency spectra at the healthy and defected condition of the gear transmission reflects significant
symptoms of local damage and profile errors on the vibrational behavior of the system.
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This paper discusses the results of a numerical study of circular cup drawing of steel sheets
using finite element method. The drawing process is considered as a geometrical and physical
nonlinear problem with unknown boundary conditions in the contact area of the system,
such as the tool and the workpiece. The updated Lagrangian description is used to charac-
terize these nonlinear phenomena on a typical incremental step time. Numerical results are
obtained using an explicit method in Ansys/Ls-Dyna program. The constitutive Cowper-
-Symonds material model with linear hardening strain to predict material plasticity is used.
The results of implementation of stresses and strains from a blanking operation flat disc of
a sheet of metal for deep-drawing process are presented. After the blanking process simula-
tion, an implicit springback analysis is performed. Then a numerical analysis of cup forming
from this flat disc plate was carried out. The analysis results are compared with one another
through reading of the sheet thickness in several characteristic points and the overall height
of the product.

Keywords: deep drawing, modeling, numerical analysis, FEM, stress history, strain history

1. Introduction

At present, in metal forming industry, preparation of three-dimensional models for the drawing
is very important to explain and to understand specific forming processes which occur in the
drawpiece. There are many different methods of building finite element models of drawing exam-
ples using 2D numerical and analytical models (Yao and Cao, 2001). Currently, in the modelling
and simulation of drawing processes, the influence on state of stress and strain prior treatments
is mainly omitted (Nagasekhar et al., 2006; Trzepiecinski and Gelgele, 2011). Apart from the
unknown state after sheet rolling (Kim and Olver, 1998), during the blanking process, additional
stress is placed on the disc periphery. The blanking process is understood as cutting out a flat
disc from a flat metal sheet (Bohdal et al., 2014). As the tool, a die and a punch with cutting
edges were used, and to prevent possible warping of the disc after cutting out, a blankholder was
used (Urriolagoitia-Sosa et al., 2011). Then, the drawpiece without a flange was formed from
the flat disc.
This paper presents the results of a comprehensive modelling of the drawing process including

the history of stress and strain. The blanking process modelling has been carried out, which takes
into account a springback phenomenon that occurs after the load is removed. Such an analysis
allows a more accurate determination of the finished product dimensions, the drawing force in the
whole process, and it permits one to determine the state of stress at any place of the drawpiece.
From the mechanical perspective, this process is treated as a doubly nonlinear initial-boundary
value problem with movable nonlinear sources and boundaries and only partial knowledge of
the boundary conditions. The following nonlinearities occur in the process: geometric, physical
and boundary conditions in the area of tool-sheet contact. The geometric nonlinearity, which is
thought to be a nonlinear dependence between the strain and displacement, results from a change
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in the object geometry. The physical (i.e., material) nonlinearity is caused by nonlinearity of the
mechanical properties of the material. A mathematical description of these nonlinear phenomena
requires the use of rules regarding formulation of boundary and initial problems.

2. Finite element modelling

The description of nonlinearity of the material is conducted using an incremental model that
takes into account the influence of the history of strains. The object is treated as a body in
which elastic strains may occur (in the scope of reversible strains) together with plastic strains
(in the scope of irreversible strains) with nonlinear hardening (Gambin and Kowalczyk, 2003).
For the purpose of constructing a material model, the following are used: Huber-Mises-Hencky’s
nonlinear plasticity condition, the associated flow law and isotropic hardening (Jemiolo and
Gajewski, 2014). The state of the material after the aforementioned processing is taken into
account by introducing the following initial states: displacement, stresses and strains. The states
of strains are described with nonlinear dependences and no linearization (Simo and Hughes,
1998). In this description, adequate measures are used for an increment of strains and for an
increment of stresses (i.e., an increment of the Green-Lagrange strain tensor and an increment
of the second Piola-Kirchhoff symmetric stress tensor). The incremental contact model covers
contact forces, contact rigidity, contact boundary conditions and friction coefficients in this area.
The mathematical model is supplemented with incremental equations of motion of the object and
uniqueness conditions. An incremental function of the total energy of the system is introduced.
From the stationary condition of this function, it is possible to derive a variational nonlinear
equation to describe motion and deformation of the object for a typical incremental step. This
equation is untangled with spatial discretization using the finite element method, which results
in discrete systems of equations for motion and deformation of the object in the drawing process
(Zienkiewicz and Taylor, 2006).

2.1. Basic relationships

Components of the Green-Lagrange strain tensor increment for a typical time step ∆t and for
a non-linear isotropic material with mixed hardening are calculated from the formula (Bohdal
and Kukielka, 2014; Bohdal, 2015)
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Components of the Piola-Kirchhoff stress tensor increment for a typical time step ∆t and for a
non-linear material with mixed hardening are calculated using the formula
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where ψ is the load factor and is ψ = 1 for loading and ψ = 0 for unloading processes,

S̃∗∗ = S̃∗ijC
(E)
ijmnS̃mn is a positive scalar variable, S̃ij = Sij − αij (i, j = 1, 2, 3) are the stress

deviator components, αij are the translation tensor components, D̃σ and D
(E)
ijkl are compo-

nents of the tensor D(E) = C(E)
−1
in time t, C

(E)
ijkl are the elastic constitutive tensor compo-

nents C(E), C̃(·) = C̃(ε(V P )e , ε̇
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e ) is the temporary translation hardening parameter in time t.

σY (·) = σY (ε(V P )e , ε̇
(V P )
e ) is the accumulated material yield stress which depends on the history
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of viscoplastic strain and strain rate, ε
(V P )
e and ε̇

(V P )
e are the cumulative effective viscoplastic

strain and strain rates, respectively, ET is the strain hardening modulus at time t, ĖT is the
strain hardening modulus rate at time t (Bohdal, 2015).
In the analysis of the deep drawing process, the bilinear model is used. This material model

has a linear hardening relationship between stress and strain described with the empirical model:

σY = σY 0 + Etanε
(P )
eq , where σY 0 is the initial yield stress, Etan = (ETE)/(E − ET ) is the

material parameter dependent on the modulus of plastic hardening ET = dσY /dε
(P )
eq and Young’s

elastic modulus E, ε
(P )
eq is the equivalent plastic strain. The Cowper-Symonds elastic/viscoplastic

material model is used for computer simulation of the cutting process. According to the strain
criterion, material separation occurs when the strain value of the leading node is greater than
or equal to a limiting value. The limiting strain used is εf = 1. When an element of the
matrix material reaches the limiting strain value, the corresponding element will be deleted. The
Cowper-Symonds model allows for linear isotropic (β = 1) assumed in simulations, kinematic
(β = 0) or mixed (0 < β < 1) plastic strain hardening, and the effect of the plastic strain
velocity is given by the following power relation

σp =
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where β is the plastic strain hardening parameter, Re [MPa] is the initial static yield point,

ϕ̇
(p)
i [s

−1] is the plastic strain rate, C [s−1] is the material parameter defining the effects of the
plastic strain rate, m = 1/P is the material constant defining the sensitivity of the material to

the plastic strain rate, ϕ
(p)
i [–] is the plastic strain intensity, and Ep = (ETE)/(E − ET ) is a

material parameter dependent both on the plastic strain hardening modulus, ET = ∂σp/∂ϕ
(p)
i ,

and Young’s modulus E.

3. Numerical model and results

The blanking and drawing tools are treated as non-deformable bodies, i.e., E →∞. The following
material parameters are assumed for DC01 deep-drawing steel (Kaldunski, 2009): Young’s modu-
lus E = 210GPa, Poisson’s ratio ν = 0.29, density ρ = 8000 kg/m3, yield stress Re = 200MPa,
tangent modulus Etan = 1050MPa.
In this study, the objects are meshed with an 8-node SOLID 164 element type with reduced

integration and hourglass control. The sheet has been divided into cubic elements to eliminate
the influence of non-uniform mesh on the final results. The contact between ideally rigid tools
and the deformable sheet metal is described using Coulomb’s friction model according to the
formula

µc = FD + (FS − FD)e−DC |vrel| (3.1)

where FD is the dynamic friction coefficient, FS – static friction coefficient, DC – exponential
decay coefficient, e – Euler’s number, vrel – relative velocity of the surfaces in contact.
The following coefficients of friction in the contact zone between the stamp and sheet have

been adopted: static friction coefficient µs = 0.2, dynamic friction coefficient µd = 0.1.
The following coefficients of friction in the contact zone between the die block and sheet have

been adopted: static friction coefficient µs = 0.1, dynamic friction coefficient µd = 0.01.
The DC exponential decay coefficient is 10. The dependence of the coefficients of friction

between the sheet and the stamp on the relative velocity of the surfaces in contact is presented
with the solid line on the graph (Fig. 1), while the dotted line shows the dependence of the
friction coefficients between the sheet and the die block.
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Fig. 1. Friction coefficient as a function of relative velocity of the surfaces in contact

An additional blankholder is applied from the bottom, which eliminates the bulge out effect
of the blanked element. The type of the material used for this calculation is sheet metal stamping
DC 01 with thickness g = 2mm. Diameter of the blanked disc D = 70mm. Figure 2 shows the
initial mesh of the blanking process. The cutting areas of the die and punch are divided on a
denser mesh to increase the calculation accuracy.

Fig. 2. Initial mesh of the blanking process

Figure 3 shows the equivalent stress distribution in the blanked disc. It may be observed
that the maximum stress values are located on the disc periphery in the cutting area.

Fig. 3. Equivalent stress distribution in the blanked disc

Figure 4 shows the equivalent stress distribution in the disc after unloading. This analysis
is necessary in a multistage process. Otherwise, in further simulations, it does not receive any
correct results. It can be observed that the values of the equivalent stress at the periphery of
the disc after removing the elastic strain is almost 3 times reduced.
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Fig. 4. Equivalent stress distribution in the blanked disc after springback

3.1. Deep drawing without the history of stress and strain

Figure 5 shows a cross-sectional view of a discrete model of the drawing process (Kaldunski
and Kukielka, 2014). The die which is used has rounding radius rd = 16mm and internal diameter
d = 40mm. The punch diameter has rounding radius rp = 4mm and its diameter is equal to
dp = 35mm. The clearance die is therefore 2.5mm. An acceptable reduction of the diameter in
the drawing process determined by the m1 coefficient for the ratio D/g = 35 equals m1 = 0.5
(Table 1). This means that the value m1 = d/D = 0.57 is acceptable.

Fig. 5. A discrete model of the drawing process

Table 1. Acceptable reduction of the diameter in the drawing process for the ratio D/g (Mar-
ciniak, 1998)

D/g m1 = d/D

630 0.62

400 0.60

250 0.58

160 0.56

100 0.54

63 0.52

40 0.50

25 0.48
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At first, analysis of the numerical drawing process without taking into account the history
of stress and strain from the blanking has been performed. Thus, the initial values of stress and
strain in all elements and nodes were 0. What was left was only the mesh deformation of the
disc as a result of blanking. Figure 6a shows a map of the equivalent stresses in the finished
drawpiece. It can be observed that the values are rising from the bottom transition area through
the side wall to the periphery. The maximum values of stresses during the drawing process
occur at the periphery as a result of circumferential compressive stresses. Unevenness on the
edge results from sheet discretization.
After the drawpiece forming simulation, a springback type analysis has been performed. It

is analysis performed with the implicit integration method. It enables removal of all the nodes
and elements of elastic strains, and it simulates the release of the product from the die. As
a result of the removal of elastic strains, the product undergoes expansion, and its external
diameter increases from 40mm (Fig. 6a) to 40.13mm (Fig. 6b). Also, the stresses occurring
at the periphery of the drawpiece are reduced by approximately 25%. Moreover, their location
change. They occur in around half of the product height.

Fig. 6. Maps of the equivalent stress in the drawpiece without history: (a) before springback,
(b) after springback

3.2. Deep drawing with the history of stress and strain

To simulate the drawing process including the history of stress and strain, the disc after
blanking and after springback analysis has been imported.To simulate the drawing process in-
cluding the history of stress and strain, in the disc after blanking and after springback, analysis
was performed taking into account the stress and strain values. All the conditions for the process,
that is: diameters and radii remained unchanged. Figure 7a shows maps of the equivalent stress
in the finished product. It can be seen that also in this case, the maximum stresses are located
on the periphery of the product. However, the values are about 66% higher than in the case
without including the history of stress and strain. In addition, the process of shaping the product
proceeded in the same manner as in the previous case. The obtained diameter of the drawpiece
corresponds to the internal die diameter, i.e. 40mm.
At the next stage, the springback analysis has been performed (Fig. 7b). The product behaved

in a similar manner as in the case without including the history. The maximum stress value was
migrated from the periphery to about half of the drawpiece height and decreased by 45%. The
diameter of the product was increased to 40.11mm, so that was almost the same as without
including the stress and strain history.

3.3. Comparision of two examples

The next step is a detailed comparison of the drawpiece obtained without including the
history of stress and strain with the drawpiece in which that history is included. Figure 8 shows
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Fig. 7. Maps of the equivalent stress in the drawpiece with history: (a) before springback,
(b) after springback

the graph of the drawing force as a function of punch displacement for these two cases. The
solid line represents the dependence with including the history. The dotted line represents the
dependence without including the history. It can be observed that the two graphs are similar
in characteristics. The differences are only in terms of the value, and there is a slight shifting.
The fluctuations at the first stage of the graph are probably a result of discontinuous contact at
the beginning of the drawing process. The maximum drawing force in the case with the history
included is equal to 65 kN, without including the history it is less by about 7 kN. The difference
in the value due to the fact that the disc has hardening at the periphery after blanking. This
requires a greater force to deform it further. In both cases, the achievement of the maximum
drawing force occurred at the punch displacement being equal to 25mm. This is the moment
where there is the greatest peripheral drawpiece flange compression.

Fig. 8. Dependence of the drawing force from punch displacement

Figure 9 shows the deformation of the product for the maximum drawing force without
including the history of stress and strain. After passing the maximum value of the drawing
force, its value decreases until the periphery of the drawpiece is located directly between the
die and the punch. At this point, the drawing force increases again, in the case with including
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the history up to 46 kN, and for the case without the history up to 41 kN. This increase results
directly from the clearance between the die and the punch. In this case, this is adopted less
intentionally to observe the effect it would have on the formation of the product. This moment
is illustrated in Fig. 10. The final step of drawpiece forming can be observed, which consists in
compression of the drawpiece peripheral to the size of the clearance equal to 2.5mm. An improper
selection of the clearance may cause at this point, during the experiment on the hydraulic press,
jamming and damage of the tools.

Fig. 9. Deformation of the product for the maximum drawing force without the history of stress and
strain

Fig. 10. Final drawpiece formation without the history of stress and strain
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Apart from the drawing force, it is also possible to compare products in terms of their
geometry and shape. Namely, the two drawpieces sheet thicknesses in characteristic locations
and their total heights are compared. The reading is performed between the same nodes in each
case. This proceeding allows us to eliminate errors of the mesh deformation, or other reading
inaccuracies. Figure 11a shows a graph of the sheet thickness changes at the drawpiece periphery
as a function of the punch displacement. It can be observed that the drawpiece, almost from
the beginning of the drawing process with the history included, has a greater thickness at its
periphery. This is due to the fact that the compressive circumferential stress during the process
is cumulative with the stress after blanking. The compression of such a tensioned material is
difficult, therefore, some of the material moves inwards or outwards and causes enlargement of
the sheet thickness. The maximum difference in the thickness of the sheet metal at the periphery
occurs before the punch and reaches a 40mm displacement. For the drawpiece with the history
included, the thickness is equal to 2.77mm, whereas without the history is equal to 2.68mm.
This situation occurs immediately before the moment the periphery is compressed between the
punch and the die, as shown in Fig. 10. Then, after forming the drawpiece walls to the cylindrical
form, the edge thickness is nearly identical for the two cases and it is 2.54mm for the case with
and 2.53mm without the history. The value at end in both cases that is larger than the clearance
value equal to 2.5mm is due to friction. The nodes between which the reading is made are not in
a perfectly horizontal position. As a result of sliding friction on the die and static on the punch,
its minor displacement occurs.
Another dimension that is compared in both cases is the sheet thickness measured at the

center of the drawpiece bottom. The reading has been conducted in the same manner as before.
What is measured during the whole process is the distance between nodes, at the outer and inner
surface, in the middle of the disc. The reading results are presented in the graph in Fig. 11b. The
reading starts from the initial value of the sheet thickness of 2.01mm. Then, during the process,
small thinning follows in the bottom sheet. In the case where the history of stress and strain is
included, the thickness in the final product is 1.96mm, whereas without history it is 1.97mm.
A reduction in the sheet thickness in this area is due to radial extention of the bottom during
the drawing process. This is often so slight thinning that besides the reading of the simulation
result it is very difficult to observe. Also in this case, the difference on the level of 0.01mm is
only a general value, that the history of stress and strain causes a marginal effect on the change
in the thickness of the bottom drawpiece.

Fig. 11. Dependence of: (a) edge thickness from punch displacement, (b) bottom thickness from punch
displacement

Much more important is the reading of the sheet metal thickness on the curved edge of
the drawpiece, where the bottom passes into the cylindrical wall. An improper selection of the
clearance or a too large diameter of the output disc in relation to the internal die diameter may
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cause bottom break off during the drawing process. The bottom break off occurs most frequently
in the area where the bottom passes into the cylindrical wall, because there occurs the greatest
thickness reduction of the sheet. The dependence of the sheet thickness changes as a function of
the punch displacement is plotted in Fig. 12a. The reading starts from the initial value of the
sheet thickness of 2.01mm. Larger sheet thinning occurred when including the history of stress
and strain. The sheet thickness decreases to 1.74mm. This is due to significant hardening of
the drawpiece periphery, which makes entry into the die difficult, and this, in turn, promotes
thinning of the sheet metal at its rounding. In the case whithout the history included, the sheet
thickness in this area is 1.76mm. Similarly, as for measuring of the bottom thickness, these
differences are difficult to observe and are measured in a traditional experiment.

The last element which is compared is the drawpiece height. The dependence, as a function
of the drawpiece height from the punch displacement, is shown in the graph in Fig. 12b. Both
characteristics are almost identical to the punch displacement of 40mm. The last stage of the
drawing process is from the displacement 40mm where a noticable difference between the heights
are plotted in Fig. 12c. The drawpiece height shaped with the history included is equal to
26.21mm, whereas without the history it is 25.96mm. Marginally larger height of the product
with the history included may result directly from the hardening of the drawpiece periphery.
This hardening, in turn, influences substantial thickening of the periphery. This, in turn, at the
final stage makes the transition difficult between the die and the punch. This affects the greater
flow on the sidewall, bottom and the area where the bottom passes into the cylindrical wall.
Similarly as in the reading of the sheet thickness at the periphery of drawpiece, in the bottom
and rounding, the differences are minor and difficult to measure in a traditional experiment.
Numerical analysis allows one to detect these slight size differences.

Fig. 12. Dependence of: (a) rounding thickness from punch displacement, (b) drawpiece height from
punch displacement, (c) drawpiece height from punch displacement (zoom)
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4. Conclusions

In this paper, the results of numerical complex modelling of the blanking and drawing processes
have been compared. After blanking simulation, a springback analysis has been conducted.
Then, two analyses of drawing were carried out and the results were compared. One with the
history included of stress and strain after the blanking process, and the other one without that
history. The comparative elements between the analyses were: the drawing force as a function
of punch displacement, changing of the sheet thickness at the bottom, at the periphery and the
rounding, and also the final drawpiece height. In addition, the equivalent stress distributions in
the drawpieces were compared.

It was observed that including the history in the drawing process caused an increase of
the maximum drawing force by 12%. There were also marginal differences in the drawpiece
dimensions, which were impossible to measure with traditional methods during the experiment.
The sheet thickness on the periphery, until the whole drawpiece had been formed, was higher
by 3.4%. The drawpiece bottom thickness decreased by 0.5%. Also, the rounding thickness
decreased by 1.1%. The product with the history included was 1% higher than without the
history. The most significant difference was noted in the stress values. The drawpiece with
the history included had a 66% higher stress values in the last step of the analysis. After the
springback analysis, the stress values was higher by 20.7% than in the analysis without the
history.
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The article presents the steps of modeling of the dynamics of a levitating cart of an unman-
ned aerial vehicle (UAV) magnetic catapult. The presented in the article innovative catapult
is based on the Meissner effect occurring between high-temperature superconductors (HTS)
and a magnetic field source. The catapult suspension system consists of two elements: fi-
xed to the ground base with magnetic rails and a moving cart. Generating magnetic field
rails are made of neodymium magnets. Levitation of the launcher cart is caused by sixteen
superconductors YBCO, placed in the cart frame supports. Described in the article model
contains the system of Cartesian reference frames, kinematic constrains, equations of mo-
tion and description of forces acting on the cart as well as exemplary numerical simulation
results.

Keywords: magnetic catapult, equations of motion, Meissner effect

1. Introduction

The growing demand for commercial unmanned aerial vehicles (UAV) requires exploration of
innovative technical solutions associated with critical aspects of the use of such facilities. Safe
procedures for UAV take-off and landing are one of such issues. Most of unmanned aerial vehicles
have neither sufficient power supply nor a structure for self-start, especially in the field of uneven
ground and insufficient runway.

Only a few of UAVs such as Predator have a chassis system allowing for self-start and
landing. The chassis system, however, increases mass of the vehicle, makes its construction more
complicated and requires implementation of advanced algorithms of control during take-off and
landing. Moreover, the take-off procedure itself requires significant reserves of power. Take-off
of an unmanned aerial vehicle can also be done by throwing it from a human hand. However,
this way is only possible in the case of small and lightweight UAVs such as Raven used by the
US Army.

In other cases it is necessary to use a separate device called a launcher or airplane catapult.
Nowadays, it is common to use rocket systems (RATO-Rocket Assisted Take Off), bungee cord,
hydraulic and pneumatic launchers (Fahlstrom and Gleason, 2012). An attractive alternative to
current systems are magnetic catapults. Magnetic catapults compared with classical solutions
enable safe, non-impact service of the UAV launch process and allow achieving much bigger final
UAV speed. NASA plans using electrodynamics catapults to launch spacecraft (Polzin et al.,
2013) and hypersonic planes. Magnetic catapults are also planned to replace steam catapults
used on aircraft carriers (Bertoncelli et al., 2002).

Nowadays, magnetic suspension systems are used in high-speed trains (Mag-Lev). Currently,
two types of Mag-Lev technology are developed commercially (Liu et al., 2015). Electromagnetic
suspension (EMS) developed by the German Transrapid system. The suspension is based on
the strength attraction force between metal rails and mounted on the underside of the train
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electromagnets. Built in 2004 Shanghai Maglev train uses the EMS technology. The second
solution is an electrodynamic suspension system (EDS) proposed by Central Japan Railway
Company. The EDS system uses strong repulsive forces generated by strong superconducting
electromagnets built into the train path and trains chassis. Built in Japan Chuo Shinkansen
line, which is the fastest train in the world (Coates, 2007), is based on the EDS technology. An
alternative to EMS and EDS systems are passive suspensions using diamagnets.
This paper presents a mathematical model of a new UAV catapult prototype based on “out

of the box” idea, using HTS in the launcher suspension system. According to the Meissner effect,
superconductors cooled down below the critical temperature shield the external magnetic field
generated by permanent magnets or electromagnets. The Meissner effect ensures spectacular
levitation of the superconductor above the source of the magnetic field (Fig. 1).

Fig. 1. Meissner effect

The initial part of the article presents a prototype of a magnetic UAV catapult using the
Meissner effect. The following considerations include itemized assumptions regarding physical
model and description of the system of Cartesian coordinate frames. Subsequent discussion
contains equations of motion of the levitating cart and description of kinematic constrains and
loads acting on the cart. The considerations are closed by results of numerical simulations.

2. Catapult prototype

Figure 2 shows photographs of the prototype of a magnetic launcher designed within FP7, EU
GABRIEL (Integrated Ground and on-board system for Support of the Aircraft Safe Take-off
and Landing) (Rohacs, 2015), (Falkowski, 2016), (Falkowski, Sibilski, 2013). During the take-off
procedure, the UAV is attached to the levitating cart which is a movable part of the launcher.
The cart is driven by a linear motor. The construction of the cart consists of a rigid frame made
of duralumin and four containers. In each container, there are four high-temperature supercon-
ductors YBCO with a critical temperature of 92K. These superconductors have a cylindrical
shape with diameter of 21mm and height of 8mm. After filling the containers with liquid ni-
trogen, superconductors transit into superconducting state and start hovering over the launcher
tracks due to the Meissner phenomena. Levitation phenomenon ends when the YBCO tempe-
rature exceeds the critical temperature of 92K. Therefore, the material of the container should
provide the maximum thermal isolation. The starting path, mounted to the launcher base, consi-
sts of two parallel rails, each made of three rows of permanent magnets. To build the prototype,
rectangular neodymium magnets polarized top-down have been used.
Potential use of passive suspensions, based on HTS in transportation systems, would bring

many benefits. The levitation phenomenon enables frictionless longitudinal movement of the
cart. The levitation gap remains stable without any feedback loop, and low complexity of the
system would improve it is reliability. The biggest defect of the solution is the need of cooling
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down and maintaining superconductors in low temperatures. Systems which use passive magnetic
suspension, despite growing popularity, have not been used so far in professional and commercial
technical solutions. However, there is a small number of academic research projects on the use of
HTS in transportation systems, including SupraTrans (Schultz et al., 2005), Cobra Tram (Sotelo
et al., 2011) and SuperMaglev (Wang et al., 2005).

Fig. 2. Prototype of a magnetic UAV catapult using the Meissner effect

3. Physical model

An extremely important step in the modeling procedure (Ładyżyńska-Kozdraś, 2011) is definition
of the physical model being the basis of formulation of the mathematical model. The proposed
physical model of the levitating cart assumes the following simplifications:

• the levitating cart is an axisymmetric solid body with six degrees of freedom;
• mass and center of mass of the cart do not change during movement, however, the position
of the taking off airplane may change;

• the system motion is considered only in a no wind environment;
• motion of the cart is controlled in only one direction by a linear motor;
• the cart is levitating above magnetic rails due to the Meissner effect;
• cart movement results from gravitational, magnetic and propulsion forces acting on the
cart itself and gravitational, aerodynamical and propulsion forces acting on the taking off
airplane;

• mass of evaporating nitrogen is not considered.

4. Reference frames

In order to describe the dynamics of the levitating cart, the following clockwise Cartesian coor-
dinates frames are attached to the following parts of the UAV magnetic launcher:

• The motionless base system Oxfyfzf is a rectangular Cartesian coordinate system rigidly
connected with the ground. The Ozf axis is directed vertically downward, in the direction
of gravitational acceleration; the Oxf axis coincides with the horizontal projection of the
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aircraft taking-off path; the Oyf axis completes the right-handed coordinate system. The
base frame origin coincides with the starting point of the catapult cart. The position of
the levitating cart, along the Oxf frame, could be measured by a laser sensor.

• The magnetic reference frame Oxmymzm is a coordinate system in which magnetic inter-
actions and cart propulsion forces are modeled. The Oxm axis covers the catapult axis of
symmetry; the Ozm axis points down perpendicularly to the catapult base; the Oym axis
connects the left and right catapult rails. The system origin is moving along the catapult
axis of symmetry Oxm and covers the projection of the levitating cart center of mass
into the Oxm axis. Orientation of the magnetic reference frame, due to the fixed system
Oxfyfzf , is described by two angles θm/f and φm/f . The angle θm/f corresponds to deli-
berate inclination of the catapult base, relative to the horizontal plane. A non zero value
of the φm/f angle is caused by imbalances of the substrate on which the launcher is placed.

• The Oxsyszs coordinate system describes the position and orientation of the levitating
cart. The origin of the cart coordinate system is fixed with the cart center of mass, and its
axes are rigidly connected with the cart frame. The Oxs axis points along the longitudinal
cart dimension; the Ozs axis is perpendicular to the cart surface and points downward; the
Oys axis is parallel to the lateral cart dimension and completes the right-handed coordinate
system. Orientation of the launcher cart with respect to the magnetic coordinate system
is described by three qusi-Euler angles θs/m, ψs/m and φs/m.

Fig. 3. Coordinate systems fixed with the magnetic launcher: inertial Oxfyfzf and magnetic Oxmymzm

Fig. 4. The coordinate system fixed with the levitating cart Oxsyszs
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• The axes of the gravitational reference frame Oxgygzg are parallel to the inertial frame
Oxfyfzf . The system origin is fixed with the cart center of mass. In that system, the
gravitational forces and torques are described.

• The reaction forces and torques acting between the cart and taking-off airplane are descri-
bed in the Oxcyczc coordinate system. The system origin and its orientation is dictated
by the way of attaching the UAV into the cart frame.

5. Kinematic constrains

Motion of the cart is described by time and space coordinates located in the event space. The cart
position, at the particular moment, is unambiguously described by linear and angular coordinates
and velocities. Those coordinates change with time and are coupled by kinematic constrains. It
is important to maintain a mutual coordinate system while describing the function of particular
coordinates. Delivered below equations describing cart kinematic constrains are described in the
Oxsyszs system fixed with the cart center of mass.
The vector of the current cart position in the fixed to the ground inertial frame Oxfyfzf is

described by

r = xf if + yf jf + zfkf (5.1)

The vector of instantaneous linear velocity V described in the frame fixed with the cart frame
Oxsyszs has three components: longitudinal U , lateral V and climb speed W

V = U is + V js +Wks (5.2)

The vector of instantaneous angular velocity Ω described in the fixed to the cart frame system
Oxsyszs has the following components: roll rate P , pitch rate Q and yaw rate R

Ω = P is +Qjs +Rks (5.3)

Kinematic constraints between linear velocity components measured relative to the inertial co-
ordinate system Oxfyfzf , and linear velocities U , V , W measured relative to the coordinate
system Oxsyszs, fixed to the cart, have the following form



U
V
W )


 = Rs/mRm/f



ẋf
ẏf
żf


 (5.4)

The rotation matrices Rs/m and Rm/f are described by equations (5.5) with notations:
cα = cosα and sα = sinα

Rs/m =




cθs/mcψs/m cθs/msψs/m −sθs/m
sφs/msθs/mcψs/m − cφs/msψs/m sφs/msθs/msψs/m + cφs/mcψs/m sφs/mcθs/m
cφs/msθs/mcψs/m + sφs/msψs/m cφs/msθs/msψs/m − sφs/mcψs/m cφs/mcθs/m




(5.5)

Rm/f =




cθs/m 0 −sθs/m
sφs/msθs/m cφs/m sφs/mcθs/m
cφs/msθs/m −sφs/m cφs/mcθs/m




The components of instantaneous angular velocities P , Q, R are combinations of generalized
velocities θ̇s/m, ψ̇s/m, φ̇s/m and trigonometric functions of angles: θs/m, ψs/m and φs/m, according
to the relation



P
Q
R


 =



1 0 − sin θs/m
0 cosφs/m sinφs/m cos θs/m
0 − sinφs/m cosφs/m cos θs/m






φ̇s/m
θ̇s/m
ψ̇s/m


 (5.6)
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6. Equations of motion

To derive equations of motion for objects treated as rigid bodies, mostly Newtonian approach is
used, i.e. forces, momentum and angular momentum conservation laws. Examples could be found
in (Baranowski, 2016). Sometimes, more involved theoretical mechanics is used, e.g. Lagrangian
formulation, see (Koruba et al., 2010), Boltzmann-Hamel equations like in (Ładyżyńska-Kozdraś
and Koruba, 2012) or Maggi equations (Ładyżyńska-Kozdraś, 2012).
In the presented consideration, the levitating cart is treated as a rigid body with six degrees

of freedom. The proposed equations of motions are described in the coordinate frame fixed to
the cart center of mass Oxsyszs. The presented mathematical model is developed according to
principal mechanical laws: the momentum and angular momentum conservation principles.
— The derivative of the momentum Π with respect to time

∂Π

∂t
+Ω×Π = F (6.1)

— The derivative of the angular momentum K with respect to time

∂K

∂t
+Ω×K+V×Π =M (6.2)

The principle of conservation of the momentum and angular momentum can be applied to the
problem in two ways. Firstly, the levitating cart and taking-off airplane are treated as a single
undivided rigid body. The momentum and angular momentum of that body is defined for the
entire object, relative to the one arbitrarily chosen pole which does not necessarily coincide with
the center of mass. The second way is to designate moments and angular moments separately
for the taking off plane and the levitating cart. The presented equations consider both movable
parts of the catapult as a one rigid body.
The general form of equations of motion of the cart in the three dimensional space is expressed

by the relationship (Ładyżyńska-Kozdraś, 2011)

MV̇ +KMV = Q (6.3)

where:
— matrix of inertia

M =




m 0 0 0 Sz −Sy
0 m 0 −Sz 0 Sz
0 0 m Sy −Sx 0

0 −Sz Sy Ix −Ixy −Ixz
Sz 0 −Sx −Iyx Iy −Iyz
−Sy Sx 0 −Izx −Izy Iz




(6.4)

— matrix of kinematic constrains

K =




0 −R Q 0 0 0
R 0 −P 0 0 0
−Q P 0 0 0 0

0 −W V 0 −R Q
W 0 −U R 0 −P
−V U 0 −Q P 0




(6.5)

— vector of linear and angular accelerations

V̇ = [U̇ , V̇ , Ẇ , Ṗ , Q̇, Ṙ]T (6.6)
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— vector of linear and angular velocities

V = [U, V,W,P,Q,R]T (6.7)

— vector of external forces and torques

Q =

[
F
M

]
(6.8)

After determining kinematic constrains as well as forces F and torquesM acting on the levitating
cart, a general model of the system dynamics is obtained.

7. Forces and torques acting on levitating cart

Forces and torques acting on the considered system results from interactions between the taking-
-off UAV, levitating cart and the generated by the catapult rails magnetic field. The vector of
external forces and torques Q can be described by superposition of the vectors of forces and
torques: acting only on the cart frame QS, acting on the UAV alone QB, and describing the
method of attachment of the taking-off UAV into the cart frame

Q = QS +QB +QSB (7.1)

The cart frame undergoes the gravitational pull QSg , propulsion forces Q
S
T , aerodynamic inte-

ractions QSA and the load resulting from the Meissner effect, called levitation forces Q
S
Li
. The

levitation forces depend on the position of the box with superconductors relative to the rails
generating magnetic field. This distance is called the levitation gap. Taking into account changes
in the orientation of the cart, the levitation forces QSLi are determined separately for each of
four containers with superconductors

QS = QSg +Q
S
T ++Q

S
A

4∑

i=1

QSLi (7.2)

The taking-off UAV moves under the influence of the gravitational pull QBg , propulsion for-

ces QBT , aerodynamic interactions Q
B
A and the load resulting from the UAV control system Q

B
δ

QB = QBg +Q
B
T +Q

B
A +Q

B
δ (7.3)

The loads QSg and Q
B
g are described in the gravitational system Oxgygzg. The linear drive

propulsion forces QST and levitation forces Q
S
Li
are considered in relation to the magnetic system

Oxmymzm. Therefore, it is necessary to transform the individual vectors to the coordinate system
attached to the levitating cart, by multiplying them by the corresponding transformation matrix.
The value of the nonlinear levitation force depends on the gap between the cart support and
magnetic rails. The smaller the gap, the greater the force. The levitation force is modeled as a
concentrated force acting on the center of the box with superconductors.

8. Preliminary numerical simulation

The use of the momentum and angular momentum laws of conservation for mechanical systems
makes it possible to develop the dynamical model of the take-off of an unmanned aircraft.
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During the take-off procedure, the UAV is attached to the levitating cart, which is a movable
part of the launcher. In the analyzis, the UAV class micro Bell 540 has been taken into acco-
unt. In the research, it is assumed that the linear-driven cart moves with constant horizontal
acceleration.
The presented in the article mathematical model of the levitating cart of the magnetic UAV

catapult is the theoretical basis for preliminary numerical simulations. The obtained numerical
results show correctness of the developed mathematical model. As shown in Figs. 5 and 6, the
unmanned aircraft take-off takes place in a proper manner. It maintains the preset parameters
resulting from the adopted guidance parameters of the levitating cart of the magnetic UAV
catapult.

Fig. 5. The course of changes in height of the levitating cart and UAV at the moment of take-off

Fig. 6. Velocity of the levitating cart and UAV at the moment of take-off

9. Conclusions

The paper is addressing an interesting subject related to dynamics and modelling methodology
of the levitating cart of a magnetic UAV catapult. The presented mathematical model has been
developed according to principal mechanical laws – the momentum and angular momentum of
conservation. The considerations are closed by exemplary numerical results.
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Described work is a prelude to wider research on the mechanical properties of the launcher
levitating cart, being under the influence of forces, generated by levitation of HTS in the magnetic
field.

The presented in this article model does not take into consideration the non-uniformness
of magnetic field and the flux pinning effect occurring in II type superconductors. Description
of levitation forces and torques, based on both theoretical investigations and laboratory tests,
will be the next step of research as well as development of a more general mathematical model
including UAV dynamics and non-uniformness of the magnetic field distribution.
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An explicit analysis conducted on the crack behavior in chirurgical cement (Polymethylme-
thacrylate – PMMA) used for Total Hip Prosthesis (THP) is of great importance in collecting
information about the nature of the phenomenon of loosening of the cement application. The
rupture of the orthopedic cement is practically the main cause of this loosening. Understan-
ding different rupture mechanisms give a great value in advancing the durability of the
cemented total prosthesis. The purpose of this study is to analyse cracks behavior, initiated
in the cement that links the femoral-stem with the bone, using the Finite Element Analysis
Method (FEM). The present study brings into focus the variation of the stress intensity
factor in modes I, II and III. This rupture criterion is used according to the nature of crack,
its orientation and its location in the orthopedic cement. At first, the level and distribution
of the equivalent von Mises stress is analysed, which is induced in the medial, proximal
and distal parts of the bone cement. Then, the behavior of different geometric forms of an
elliptical crack is evaluated which are located and initiated within the body of these three
parts.

Keywords: cement, implant, crack size, stress intensity factors (SIFs), X-FEM

1. Introduction

The bone cement does not act as a glue, but rather as a filling material. Currently, the most
common bone cement material is polymethylmethacrylate (PMMA), which is a self-curing poly-
mer compound. In the assembly method, the bone cement is used to connect the hip prosthesis
with the femur. The cemented type of Total Hip Replacement (THR) offers a better stress
distribution in femur compared to a cementless type. In addition, the hip prosthesis with a
shorter stem distributes stresses evenly in the femur. Also, different cancellous density does not
significantly affect the stresses. Fatigue failure of the cement mantle have been identified as a
possible loosening mechanism for the prosthesis, which can lead to revision surgery. In vivo,
surface morphology fracture of the bone cement, related to PMMA fracture micromechanics,
despite the higher cement stresses with deboned stems, polished prostheses do not provoke the
damage accumulation failure scenario, according to studies which used the extrapolation me-
thod to predict the creep behavior of the PMMA bone cement (Topoleski et al., 1990; Lennon
et al., 2004; Morgan et al., 2003). Benouis et al. (2016) used 2D-FEM to analyse the behavior
of cracks interaction with the orthopedic cement by computing SIFs. Benbarek et al. (2013)
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used numerical analysis to examine the orthopedic cement on the acetabular part. Specifically,
the behavior of a crack was examined, emanating from a cavity that was found in several lo-
cations in the cement, in order to examine the variation of the SIF, loading, and orientation,
and finally to predict the angle and optimum loading for crack propagation, using X-FEM (The
Extended Finite Element Method). Abdel-Wahab and Silberschmidt (2011) experimentally and
numerically studied the dynamic behavior of a fracture impact in the cortical bone tissue, using
X-FEM. Another study by Bouziane et al. (2013) showed that the stress intensity factor of a
crack, emanating from a cavity, was higher than the one emanating from an inclusion. Ramos et
al. (2013) experimentally observed that the position of an implant in the femur and assemblage
with the femoral canal were two important issues of the formation mechanism of cracks between
the two surfaces (os-cement, cement-implant). Griza et al. (2013) analysed with FEM the stress
distribution of the acetabular part in the PTH using screw fixation. The analysis showed that it
took a large amount of computational force to predict screw fracture in the case of the unboun-
ded metal-backed and bone interface. Taylor et al. (2003) used analytical and numerical methods
to predict damage of the bone. Najafi et al. (2011) simulated the presence of micro-cracks in the
cortical bone. It was proved that the propagation of those cracks was strongly influenced by the
bone density, thus, suggesting that the fracture toughness of the bone should be provided, at
least in part, in order that bone density could be quantified. Benouis et al. (2015) presented a
numerical model of the crack propagation trajectory in the cement of the acetabular part. The
crack direction is evaluated as a function of displacement extrapolation and the strain energy
density criterion. The low-modulus bone cement of the total hip prosthesis, combined with its
mechanical behavior, determines, inter alia, the lifetime of these prostheses. Several experimen-
tal procedures have been conducted on the cement, showing the existence of cracks emanating
from cavities within the body (McCormack and Prendergast, 1999). These cracks are mainly
responsible for the loosening of the total hip prostheses.

This study aims to analyse the behavior of different geometrical forms of elliptical cracks in
the orthopedic cement of the femur THP, and to compute the evolution of SIFs at the cracks
tip using X-FEM. The effects of the location and orientation of these cracks are highlighted.

2. Methods

2.1. Geometry

There is currently a variety of product types in the global market of total hip replacement,
which are: CMK, BM, FRAM A, etc. For the experimental part of this study, CMK3 has been
used (third generation of Charnley KERBOULL prosthesis) due to its availability in the local
market. In this study, three-dimensional (3D) Finite Element Method (FEM) has been used
in order to examine the behavior of cracks initiated in the bone cement with femoral implant
Charnley (Fig. 1).

Fig. 1. Three-dimensional femur stems for Charnley
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2.2. Finite element model

Three-dimensional (3D) finite element models have been produced for femur, bone cement,
implant, and meshed using C3D4 (a 4 node linear tetrahedron). The whole model (stem, bone
cement, and femur) has been discredited in 1173459 elements as shown in Fig. 2. To assure
reliability of the results, an extremely fine mesh has been imposed around the region of cement
cracks.

Fig. 2. Boundary conditions and muscle-forces applied in the THP

2.3. Material model

Mechanical properties of the materials are presented in Table 1. The cortical bone is conside-
red as a transversely isotropic elastic material, whereas the spongy bone, cement and Charnley
stem, are considered as linear isotropic elastic materials. To assign the material properties to
the cortical bone, elastic properties are inserted into ABAQUS. Cement properties are: ten-
sile strength 25MPa, compressive strength 80MPa (Rodriquez et al., 2014), shear strength
40MPa (Merckx, 1993) and fatigue (108 cycles) 14MPa (Pilliar et al., 1982; Soltész, 1994). Ries
et al. (2006) found that the critical stress intensity factors KIC are between 0.96MPa

√
m to

1.76MPa
√
m.

Table 1. Material, properties of THP (Waanders et al., 2012)

Part of Elastic modulus Poisson’s ratio Density
model [GPa] [–] [kg/m3]

Stem 210 0.3 7900

Cement 2.4 0.3 1200

Cancellous bone 0.4 0.3 1990

Cortical bone Ex, Ey = 7.0, Ez = 11.5 νxy, νzy, νzx = 0.4 600
Gxy = 2.6, Gyz , Gzx = 3.5

2.4. Boundary conditions and loading

The values of the applied loads are taken from Bergman et al. (1993), as it is illustrated
in Fig. 3. These values represent loading variation during normal walking. In static analysis,
the maximum force of stumbling activity is employed to simulate simplified loading on the
implant. This load analysis is based on a selection of the peak-load during stumbling activity.
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The normal walking resultant force F acting on the head of the femur is 8.7 times the body
weight (BW = 70 kg) at 58% of the gait cycle.

Fig. 3. Boundary conditions and loading of the hip prosthesis

Fig. 4. Three-dimensional model of the crack location



3D FE analysis of the behavior of elliptical cracks on orthopedic cement ... 807

In this study, the magnitudes and directions of muscles are based on data by Bregmann et al.
(2001). The abductor muscle load Fabductor−muscle is applied to the proximal part of the greater
trochanter. The iliotibial-tract load Filiotibial−tract is applied to the bottom of the femur in the
longitudinal femur direction as presented in Table 2. The boundary condition is applied by fixing
the distal epiphysis, which is the distal end of the femur that is connected to the knee (El-Sheikh
et al., 2006). Figure 3 shows the coordinate system where the forces components refer to. The
analysis of cracks in different parts of the cement (proximal and distal) is shown in Fig. 4. Real
cracks are simulated (Fig. 6), according to the dimensions shown in Fig. 5.

Table 2. Maximum loading configuration of the major muscles (Bergmann et al., 2001)

Force [N] X Y Z F

Joint contact force −433.8 −263.8 −1841.3 Fstatic
Abductor muscle 465.9 34.5 695.0 F1
Vastus lateralis muscle −7.2 148.6 −746.3 F2

Fig. 5. (a) Dimension and orientation of the crack. (b) Mesh adapted to X-FEM

Fig. 6. Cracks in acrylic bone cement observed under transmitted light
(McCormack and Prendergast, 1999)
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3. Analysis and results

3.1. Stress distribution in the cement

A three-dimensional finite element analysis model of von Mises stress applied to the three
parts (proximal, medial, lateral, and distal) of the bone cement is shown in Fig. 7. This figure
clearly shows that the major stresses are found in the upper region (proximal) where the cement
is the most heavily solicited. The other two parts are exposed to lower stresses. The presence
of a fragment of the body in this area (cavities, blood bag or bone debris) may be dangerous
for stability of the total hip prosthesis. Indeed, such imperfections are the reason for stress
concentration by the notch effect. These local stresses can exceed the maximum principal stress
of the crack initiation, which can lead to creation and, later, propagation of cracks caused by
fatigue. This promotes the risk of the loosening of the total hip prosthesis. Knowing that the
cement material has a lower mechanical tensile strength by about 24MPa, one may conclude
that stress concentration in the proximal part of the cement, by the notch effect, can lead to
total destruction. Later in this paper, this crack behavior is examined thoroughly. This study is
carried out by locating the crack initiation area and its orientation in the orthopedic cement.

Fig. 7. The equivalent von Mises stress distribution around the cement perimeter in different parts
(proximal, medial and distal)

3.2. Effect of the crack initiation site

The first elliptical cracks of various geometrical forms are firstly observed at the heart of the
cement between the interfaces of the femoral implant-cement and the cement-bone. The analysis
of their behavior starts at that area. At first, cracks take place in three areas: proximal (medial,
lateral), and distal. This behavior is evaluated in terms of variation of the stress intensity factor
and the results obtained are shown in Figs. 8, 9 and 10. Later in this paper, the variation of this
rupture criterion is presented in mode I, II and III, according to the size of the crack initiated in
these three areas, respectively. The size of the defect is defined by the ratio of the diameters a/c.
Figure 8 shows the effect of steady progress in the opening mode (mode I) of the crack, located
in these three areas, in terms of mechanical energy KI in crack tip 1 and tip 2 (see Fig. 5). This
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figure clearly shows that crack propagation in the direction of tip 1 increases the stress intensity
factor in mode I. The criterion of rupture is significant as the crack arises in the lower part of the
orthopedic cement, and this practically enlarges the crack (Fig. 5a). The growth of the crack in
mode I, following the direction of tip 2, is stopped. The crack tip is stable. The crack propagates
practically towards the evolution of point 1 independently of its point of start (Fig. 5b).

Fig. 8. Stress intensity factors KI in tip 1 and tip 2 for different crack size and priming site

Fig. 9. Stress intensity factors KII in tip 1 and tip 2 for different crack size and its priming site

Fig. 10. Stress intensity factors KIII tip 1 and tip 2 for different crack size and its priming site

In Fig. 9, variation of the stress intensity factor is illustrated in crack tips 1 and 2 in mode II
according to the size and location of initiation. A crack in the lateral proximal area follows the
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most important rupture criterion. Such a crack is developed by shear (mode II) in its two tips.
Variation of the stress intensity factor in mode III to of crack tips 1 and 2 as a function of the
geometric form of the cracks is in the three parts of the cement, as shown in Fig. 10. This figure
shows that this rupture parameter increases as the crack evolves independently of its starting
point. This evolution is observed in the two tips of this defect. It is the distal part where the
crack is unstable. The results obtained in this part of the work show that a crack initiated at
the distal part of the cement propagates essentially in mode I and in mode III (mixed mode). In
mode II, the crack growth kinetics is virtually null. A crack initiated at the proximal part (medial
and lateral) is developed in mode I, in mode II and in mode III (mixed mode). Compared to
tip 1, in tip 2, the stress intensity factor is higher. Such a crack propagates essentially according
to crack tip 2.

3.3. Effect of crack orientation

The crack initiated in the cement, in its proximal (medial, lateral) and distal parts, undergoes
rotation around its center of gravity. The effect of this rotation can be estimated by the stress
intensity factor in tips 1 and 2 in mode I, mode II and in mode III. The results obtained are
shown in Figs. 11, 12 and 13, respectively. This criterion of rupture in mode I at tip 1 reaches
its maximum intensity when the crack is initiated at the distal part and is oriented at an angle
of 20◦ up to 160◦. This crack tip is estimated by the most important tensity factor in mode I,
when its rotation is 160◦, independently of the area in which it propagates (Fig. 11).

Fig. 11. Stress intensity factors KI tip 1 and tip 2 depending on their orientation and priming crack
site; a = 1mm and c = 0.5mm

In this case, this factor gradually drops from the distal part to the proximal part, the medial
than the lateral. This criterion of rupture at crack tip 2 takes maximum values when the crack
is located at the distal part and is oriented at an angle of approximately 50◦. Therefore, there
are orientations for which this crack tip is stable, characterized by negative values of the factor
(Fig. 11). In mode II, crack tip 1 dominates in the lateral proximal part of the cement, and the
greatest important stress intensity factor is obtained in orientations of 20◦, 50◦, 80◦ and 180◦

(Fig. 12a). This criterion of rupture at the crack tip 1, located at the distal part, reaches the
greatest intensities, when this defect is oriented at angles of 145◦ and 110◦. The orientation
of the crack, initiated in the medial proximal part at 120◦, leads to high factor values in this
region of the cement (Fig. 12a). The rupture factor in mode II in crack tip 1, results in a crack
located in the lateral proximal part oriented by 20◦. Similar behavior is observed for crack tip 2
propagating in mode II as shown in Fig. 12b.
The variation of the stress intensity factor in mode III at crack tips 1 and 2, for the three

parts of the cement, is shown in Fig. 13. Figure 13a shows that this rupture criterion at the
crack tip 1 is maximum when the crack is initiated at the distal part and oriented at an angle
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Fig. 12. Stress intensity factors KII tip 1 and tip 2 depending on their orientation and priming crack
site; a = 1mm and c = 0.5mm

of 45◦. Compared to other locations of initiation, such a location of the crack leads to high values
of the mechanical energy in mode III. A localization of this crack tip in the lateral proximal
part leads to a higher intensity, when this defect is oriented at an angle of 25◦. This rupture
parameter varies among different orientations of the crack initiated in the medial proximal part
(Fig. 13a). The stress intensity factor in mode III at crack tip 2 gives the most intense results
from the crack tip located in the lateral proximal part of the cement when it is inclined at an
angle of 0◦ up to 180◦ (Fig. 13b), i.e. when the main axis of this crack is parallel to that of
the femoral implant. In the distal part, the factor presents two maxima for orientations of 45◦

and 90◦, that is to say, when the crack is inclined by 45◦ on each side of the femoral implant
axis. A localization of the crack in the medial proximal part leads to relatively low intensities of
the factor.

Fig. 13. Stress intensity factors KIII tip 1 and tip 2 depending on their orientation and priming crack
site; a = 1mm and c = 0.5mm

4. Conclusion

The results obtained in this work make it possible to extract the following conclusions:
• The equivalent von Mises stresses in the cement are strongly localized in its proximal parts.
• The stress intensity factor in crack tips 1 and 2 depends on the location where the defect
is initiated in the orthopedic cement.

• The crack tip 1 initiated at the distal part of the cement propagates essentially in mode I
and in mode III (mixed mode). The growth kinetics in mode II is virtually negligible.
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• A crack initiated at the proximal part (medial and lateral) can be developed in mode I,
mode II and mode III (mixed mode). In the proximal part, the crack tip propagates in
mixed mode I, II and III. Mode I is predominant.

• Crack tip 2, located in the distal part, evolves practically in mode III. Such a tip located
at the proximal part develops essentially in mixed mode (II and III).

• The stress intensity factor in mode I, II and III, resulting from crack tips initiated in
the cement in its proximal and distal parts, depends on the orientation of the crack. The
orientation of 20◦ results practically in the highest values of the criterion of rupture in
modes I, II and III.
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Primary parametric resonance and stability of an axially accelerating and current-carrying
beam subjected to static loads in magnetic field are investigated. The nonlinear magneto-
-elastic vibration equation is derived. The approximate solution of the static problem and the
disturbance deferential equation of the beam with two sides simply supported are obtained.
The frequency-response equation of primary parametric resonance is further achieved by
a multi-scale method. According to stability conditions, the stability of the steady-state
solution is also discussed. By numerical examples, the amplitude versus different parameter
curves and the bifurcation diagrams of the amplitude are acquired. The effects of magnetic
induction intensity, axial speed, detuning parameter and static loads on nonlinear vibration
characteristics are also analyzed.
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1. Introduction

In modern engineering life, with the rapid development of science and technology and wide
application of axially moving systems, electromagnetic structures have been gradually applied
in many significant industrial fields, for instance, aerospace and heavy-duty machinery. When
interfered by electromagnetic field, mechanical field and parametric resonance, magneto-elastic
structures may cause large amplitude vibration or even result in the loss of stability. There-
fore, it is important to analyze nonlinear dynamic characteristics of axially accelerating beams
in magnetic field when the beams are under coupled vibration. The nonlinear vibration model
of electroconductive plate in the magnetic field has been established (Hasanyan et al., 2001)
and the investigation of vibrational behaviors have also been made by means of the Hamilton
principle and multi-scale method (Hasanyan et al., 2005). The dynamic stability and nonlinear
subharmonic resonance of conductive plates under magnetic field have been investigated (Zheng
et al., 2005; Hu and Li, 2009). Wang et al. (2003) analyzed magneto-thermo-elastic instability
of simply supported ferromagnetic plates subjected to thermal and magnetic loadings and in-
vestigated effects of thermal and magnetic fields in some detail. Hu et al. (2015) analyzed the
strong nonlinear subharmonic resonance of an axially moving plate and employed the singularity
theory to analyze the corresponding transition variety and the effects of parameters on system
bifurcation. Ghayesh and Balar (2008) studied the stability condition of the Rayleigh beam by
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the Routh-Hurwitz criterion. Non-linear parametric vibration and stability of an axially moving
Timoshenko beam with two dynamic models were investigated by Ghayesh and Balar (2010).
Principal parametric resonance of an axially accelerating viscoelastic beam was studied with two
models: one was partial differential nonlinear model and the other an integro-partial differential
nonlinear model (Chen and Yang, 2005). Chakraborty and Mallik (1998) investigated the effects
of the parametrically excited nonlinear moving beam with and without an external harmonic
excitation. Based on the Timoshenko model, parametric resonance of axially moving beams and
dynamic stability of a viscoelastic variable motion beam were studied (Tang et al., 2009; Chen
et al., 2010). Hu and Zhang (2013) analyzed the primary parametric resonance of a rectangular
thin plate in magnetic field and the effect of different parameters on dynamic behaviors. The
nonlinear resonance of a rotating circular plate with initial deflection in magnetic field was stu-
died by Hu and Wang (2015). Wang and Chen (1998) applied the Galerkin integral method to
obtain the differential equation of flexible circular plates and discussed the influence of initial
deflection on vibration characteristics. The effect of initial deflections on natural vibration fre-
quencies of shells was analyzed by Matsner (1978). However, these investigations are all limited
to primary parametric resonance of current-carrying structures with initial deflection. Thus it
is still imperative to understand nonlinear dynamic behaviors of axially accelerating structures
subjected to static loads under magnetic field.
In this article, the primary parametric resonance of an axially accelerating and current-

-carrying beam subject to static loads under magnetic field is investigated and the stability
of the steady-state solution is also discussed. Detailed numerical examples are employed to
demonstrate that the system presents typical nonlinear vibration characteristics and complex
dynamic behaviors.

2. Magneto-elastic vibration equations of the axially moving and
current-carrying beam

An isotropic current-carrying beam under a magnetic field B = [0, B0y, 0], a uniformly distribu-
ted axial tension F0x and a uniformly distributed transverse load Pz , travels along the centroidal
axis x-direction with an axial speed C. As shown in Fig. 1, the beam with length l, width b, thick-
ness h and mass density ρ is charged with the electric current density vector Je = [J0x(t), 0, 0].
And t is time variable.

Fig. 1. Mechanical model of an axially accelerating and current-carrying beam in magnetic field

2.1. Kinetic energy

The transverse velocity of the axially accelerating beam can be expressed as follows

V0z =
dw

dt
=
∂w

∂t
+ C

∂w

∂x
(2.1)

where w(x, t) is the transverse displacement.
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For this system, the total kinetic energy T is

T =
1

2
ρ

h
2∫

−h
2

b
2∫

− b
2

l∫

0

(C2 + V 20z) dx dy dz =
1

2
ρA

l∫

0

[
C2 +

(∂w
∂t
+C

∂w

∂x

)2]
dx (2.2)

where A = b× h is the cross-sectional area of the beam.

2.2. Potential energy

According to the Euler-Bernoulli beam theory, the total potential energy of the beam is com-
posed of three parts, namely, the strain potential energy U1 induced by axial tension, the bending
strain potential energy U2 and the in-plane strain potential energy U3. The total potential energy
of the beam can be represented as follows

U = U1 + U2 + U3

=

l∫

0

F0xεx dx+
1

2

h
2∫

−h
2

b
2∫

− b
2
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0

E
(
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z
)2
dx dy dz +
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Eε2x dx dy dz

=
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0

[
F0xεx +

1

2
EI
(∂2w
∂x2

)2
+
1

2
EAε2x

]
dx

(2.3)

where εx = (∂w/∂x)
2/2 is the normal strain component of the beam, E is Young’s modulus,

I =
∫ h/2
−h/2

∫ b/2
−b/2 z

2 dy dz is the cross sectional moment of inertia.

2.3. Virtual work by the external force

Transverse external forces acting on the beam include the transverse uniformly distributed
forced excitation Pz and electromagnetic force Fz. Hence, the virtual work generated by Pz can
be expressed as

δW1 =

l∫

0

Pzδw dx (2.4)

Neglecting the effect of magnetization and displacement current, the Lorentz force of a good
conductor can be expressed as

f = J×B (2.5)

where J is the electric current density in the beam.

Equation (2.5) can be rewritten as below

f = J0x ×B+ Jx ×B =

∣∣∣∣∣∣∣

i j k
J0x + Jx 0 0
0 B0y 0

∣∣∣∣∣∣∣
= (J0xB0y + JxB0y)k (2.6)

where i, j, and k are the unit vectors in the x, y, and z directions, respectively, Jx = −σ0V0zB0
is the induced current density component in the conductive beam due to the external magnetic
field along the x axis, and σ0 is the electric conductivity.
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The electromagnetic force per unit length can be derived from Eq. (2.6)

Fz =

h
2∫

−h
2

b
2∫

− b
2

(J0xB0y + JxB0y) dy dz (2.7)

So. the virtual work due to the electromagnetic force can be represented as

δW2 =

l∫

0

Fzδw dx (2.8)

2.4. Establishing the vibration equation by the Hamilton principle

Based on the Hamilton principle, which is one of the most important integral principles of
mechanics, one can get

t2∫

t1

(δT − δU + δW1 + δW2) dt = 0 (2.9)

where δT is the variational expression of kinetic energy and δU is the variational expression of
potential energy.
Substitution of Eqs. (2.2), (2.3), (2.4) and (2.8) into Eq. (2.9) yields the nonlinear magneto-

-elastic vibration equation of the axially accelerating beam

ρA
∂2w

∂t2
+ 2ρAC

∂2w

∂x∂t
+ ρAC2

∂2w

∂x2
+ ρA

∂C

∂t

∂w

∂x
− F0x

∂2w

∂x2

− 3
2
EA

(∂w
∂x

)2 ∂2w
∂x2
+ EI

∂4w

∂x4
= Fz + Pz

(2.10)

where

Fz = AB0yJ0x −Aσ0B20y
(∂w
∂t
+ C

∂w

∂x

)

3. Disturbance differential equation of the axially accelerating beam subjected to
static loads

When a system is under a constant forced excitation (Pz = Pc) and a constant magnetic induc-
tion intensity (B0y = B0) and charged with a direct current (J0x = Jc), the value of AB0yJ0x is
constant. Let Qz = AB0Jc, Q = Pc+Qz, and Q is a uniformly distributed static load. Equation
(2.10) can be expressed in the following form

ρA
∂2w

∂t2
+ 2ρAC

∂2w

∂x∂t
+ ρAC2

∂2w

∂x2
+ ρA

∂C
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∂2w

∂x2
− 3
2
EA

(∂w
∂x

)2∂2w
∂x2

+EI
∂4w

∂x4
+Aσ0B

2
0

(∂w
∂t
+ C

∂w

∂x

)
= Q

(3.1)

It is assumed that the beam has a tiny static deflection w0 under the uniformly distributed
static load Q and a deflection w1 when it vibrates. Therefore, the total deflection of the system
can be given as below

w = w0 + w1 (3.2)
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Therefore, Eq. (3.1) can be rewritten as

ρA
∂2w1
∂t2
+ 2ρAC

∂2w1
∂x∂t

+ ρAC2
(∂2w0
∂x2
+
∂2w1
∂x2

)
+ ρA

∂C

∂t

∂w1
∂x

− F0x
(∂2w0
∂x2
+
∂2w1
∂x2

)
− 3
2
EA

(∂w0
∂x
+
∂w1
∂x

)2(∂2w0
∂x2
+
∂2w1
∂x2

)

+ EI
(∂4w0
∂x4
+
∂4w1
∂x4

)
+Aσ0B

2
0

[∂w1
∂t
+ C

(∂w0
∂x
+
∂w1
∂x

)]
= Q

(3.3)

The initial deflection w0 satisfies the following equation

ρAC2
∂2w0
∂x2
− F0x

∂2w0
∂x2
− 3
2
EA

(∂w0
∂x

)2 ∂2w0
∂x2
+ EI

∂4w0
∂x4
+Aσ0B

2
0C

∂w0
∂x
= Q (3.4)

According to the axially moving beam simply supported on two sides, its boundary conditions
are

x = 0 : w = 0
∂2w

∂x2
= 0

x = l : w = 0
∂2w

∂x2
= 0

Assume that the static deflection displacement satisfies the boundary condition

w0 = f0 sin
πx

l
(3.5)

After substituting Eq. (3.5) into Eq. (3.4) and using the Galerkin method, we can get

l∫

0

[
ρAC2

∂2w0
∂x2
− F0x

∂2w0
∂x2
− 3
2
EA

(∂w0
∂x

)2∂2w0
∂x2

]
sin

πx

l
dx

+

l∫

0

(
EI

∂4w0
∂x4
+Aσ0B

2
0C

∂w0
∂x
−Q

)
sin

πx

l
dx = 0

(3.6)

After integration, the following formula is obtained

a2f
3
0 − (a3 − a1)f0 + a4Q = 0 (3.7)

where

a1 =
EIπ4

2l3
a2 =

3EAπ4

16l3
a3 =

ρAC2π2 − F0xπ2
2l

a4 = −
2l

π

The real root of Eq. (3.7) is

f0 = Z0 −
a1 − a3
3a2Z0

(3.8)

where

Z0 =
3

√√√√
√(a1 − a3

3a2

)3
+
(a4Q
2a2

)2
− a4Q

2a2
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Considering Eq. (3.4) for the initial static deflection w0 in Eq. (3.3), we can write the following
equation for the deflection w1

ρA
∂2w1
∂t2
+ 2ρAC

∂2w1
∂x∂t

+ ρAC2
∂2w1
∂x2
+ ρA

∂C

∂t

∂w1
∂x
− F0x

∂2w1
∂x2

− 3
2
EA

[
2
∂w0
∂x

∂w1
∂x

(∂2w0
∂x2
+
∂2w1
∂x2

)
+
(∂w1
∂x

)2 ∂2w0
∂x2
+
(∂w0
∂x

)2∂2w1
∂x2

+
(∂w1
∂x

)2 ∂2w1
∂x2

]
+ EI

∂4w1
∂x4
+Aσ0B

2
0

(∂w1
∂t
+ C

∂w1
∂x

)
= 0

(3.9)

For the axially accelerating beam, its axial speed and axial tension can be assumed as follows,
respectively

C = C0 + C1 cos(ω1t) F0x = F0 + F1 cos(ω2t) (3.10)

According to the simply supported boundary condition, the deflection w1 can be denoted as

w1 = s(t) sin
πx

l
(3.11)

where C0 is the axial constant speed, C1 is the amplitude of the time-variant axial speed, F0 is
the axial constant tension, F1 is the amplitude of the time-variant axial tension, and ω1 and ω2
are the frequencies of the time-variant axial speed and time-variant axial tension, respectively.
Substituting Eqs. (3.10) and (3.11) into Eq. (3.9) and using the Galerkin method yields the

dimensionless magneto-elastic parametric vibration differential equation

q̈(τ) + 2ζ̃ q̇(τ) + ω20q(τ)− [k̃1 cos(2τ) + k̃2 cos(4τ)− k̃3 cos(2τ)]q(τ)− α̃4q2(τ) + α̃3q3(τ) = 0
(3.12)

where

q =
s

h
2τ = ω1t 2τ = ω2t ζ̃ =

σ0B
2
0

ρω1

k̃1 =
8C0C1π

2

ω21l
2

k̃2 =
2C21π

2

ω21l
2

k̃3 =
4π2F1
ρAω21l

2

ω20 =
4π2F0l

2 + 4π4EI + 92EAπ
4f20 − 2ρAl2π2C21 − 4ρAl2π2C20
ρAl4ω21

α̃4 =
9f0Eπ

4h

2ρω21l
4

α̃3 =
3Eπ4h2

2ρω21l
4

4. Solving the primary parametric vibration problem by the method of multiple
scales

In order to analyze the problem of principal parametric resonance of Eq. (3.12), a small para-
meter ε is introduced

q̈(τ)+2εζq̇(τ)+ω20q(τ)−ε[k1 cos(2τ)+k2 cos(4τ)−k3 cos(2τ)]q(τ)−εα4q2(τ)+εα3q3(τ) = 0
(4.1)

where

ζ =
ζ̃

ε
k1 =

k̃1
ε

k2 =
k̃2
ε

k3 =
k̃3
ε

α3 =
α̃3
ε

α4 =
α̃4
ε
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When solving the problem of the principal parametric resonance, we let

ω0 = 1 + εσ (4.2)

where σ is the detuning parameter.
The first-order approximate solution to the vibration differential equation can be found

through the method of multiple scales (Nayfeh and Mook, 1979). Meanwhile, the fast time scale
T0 = τ and the low time T1 = ετ scale are introduced. The approximate analytical solution of
parametric resonance can be drawn as

q(τ, ε) = q0(T0, T1) + εq1(T0, T1) (4.3)

Substituting Eqs. (4.2) and (4.3) into Eq. (4.1), and equating the coefficients of ε0 and ε1 on
both sides, one can conclude that

D20q0 + q0 = 0

D20q
2
1 + q1 = −2D0D1q0 − 2ζD0q0 − 2σq0
+ [k1 cos(2τ) + k2 cos(4τ)− k3 cos(2τ)]q0 − α3q30 + α4q20

(4.4)

where D0 = ∂/∂T0 and D1 = ∂/∂T1.
The general solution of zero-order approximate Eq. (4.4)1 can be expressed as follow

q0 = A0(T1)e
iT0 +A0(T1)e

−iT0 (4.5)

where i2 = −1, A0 is an unknown complex number and A0 is the conjugate complex of A0.
Substitution of Eq. (4.5) into first-order approximate Eq. (4.4)2 gives

D20q
2
1 + q1 = −2iA′0eiT0 − 2iζA0eiT0 − 2σA0eiT0 − 3α3A20AeiT0 + α4A20ei2T0 +A0A0

− α3A30ei3T0 +
k1 − k3
2
(A0e

i3T0 +A0e
iT0) +

k2
2
(A0e

i5T0 +A0e
i3T0

)
+ cc

(4.6)

where A′0 = ∂A0/∂T1, cc stands for the conjugate complex part of the function on the right-
-hand side of Eq. (4.6).
Eliminating the secular term from the particular solution to Eq. (4.6)

−2iA′0 − 2iζA0 − 2σA0 − 3α3A20A0 +
k1 − k3
2

A0 = 0 (4.7)

Express now A0 of Eq. (4.7) in the polar form

A0 =
1

2
a(T1)e

iϕ(T1) (4.8)

where a and ϕ are real.
Substituting Eq. (4.8) into Eq. (4.7) we separate the conclusion into its real and imaginary

parts, and arrive at

a′ = −ζa+ k1 − k3
4

a sin(2ϕ) aϕ′ = σa+
3α3
8
a3 − k1 − k3

4
a cos(2ϕ) (4.9)

There are a′ = 0 and ϕ′ = 0 according to steady state motion of the system. So, we conclude

ζa =
k1 − k3
4

a sin(2ϕ) σa+
3α3
8
a3 =

k1 − k3
4

a cos(2ϕ) (4.10)

The frequency-response equation is achieved according to Eqs. (4.10)

(ζa)2 +
(
σa+

3α3
8
a3
)2
=
(k1 − k3
4

a
)2

(4.11)
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5. Stability analysis of steady state motion

We determine the stability of steady-state motion by investigating the nature of the singular
points of Eqs. (4.9). To accomplish this, we let

a = a0 + as ϕ = ϕ0 + ϕs (5.1)

where a0 and ϕ0 are equilibrium solutions of the steady motion, as and ϕs are tiny disturbance
values.

Substituting Eqs. (5.1) into Eqs. (4.9), expanding for small as and ϕs, noting that as and ϕs
satisfy Eqs. (4.10) and keeping linear in as and ϕs, we obtain

a′s = −2a0
(
σ +
3α3
8
a2
)
ϕs ϕ′s =

3η3a0
4

as − 2ζϕs (5.2)

Thus, the stability of steady-state motions depends on the eigenvalues of the coefficient
matrix on the right-hand sides of Eqs. (5.2). Using Eqs. (4.10), one can obtain the following
eigenvalue equation

∣∣∣∣∣∣∣

−λ −2a0
(
σ +
3η3
8
a20

)

3η3a0
4

−2ζ − λ

∣∣∣∣∣∣∣
= 0 (5.3)

The solution of the system is stable only if the real parts of the eigenvalues are negative
according to the stability theory. Based on the Routh-Hurwitz criteria, we conclude

3α3
2
a20

(
σ +
3α3
8
a20

)
> 0 (5.4)

6. Analysis of numerical illustrations

The numerical results are based on a copper beam model with length l = 0.3m, width b = 0.02m,
thickness h = 0.01m, Young’s modulus E = 108GPa, mass density ρ = 8920 kg/m3, Poisson’s
ratio µ = 0.33, and electric conductivity σ0 = 5.7143 · 107 (Ω · m)−1. Figures 2-7 represent the
response curve of amplitude a versus the detuning parameter εσ, the amplitude of time-variant
axial tension F1 and the static load Q. The solid lines represent the stable solutions and the
dotted lines represent the unstable solutions. Figure 8 demonstrates the bifurcation diagram of
the amplitude.

6.1. The curve of the amplitude-detuning parameter

For the given range in Fig. 2 in which the detuning parameter εσ changes from negative to
positive, the amplitude a drops gradually to zero. The unstable solutions have tend to decrease
as the axial constant velocity C0, the amplitude of the time-variant axial speed C1, the amplitude
of the time-variant axial tension F1 increase and the magnetic induction intensity B0, the static
load Q decrease. It is also noted that the resonance region between the unstable solutions and
the stable solutions broadens as C0, C1 and F1 increase and B0 decreases. In Figs. 2a and 2e,
the curves intersect and have different variation on both sides of the intersection point due to
the value of k1 − k3 and ω0 varying with C0. An increase of the static load Q leads an increase
of ω0 (Eqs. (3.8) and (3.12)). In Figs. 2b, 2c and 2d, we can note that the amplitudes of the
stable solutions increase as C1 and F1 go up and B0 comes down.
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Fig. 2. The curve of amplitude frequency, Jc = 0.02A/mm
2:

(a) C1 = 3m/s, B0 = 0.01T, F1 = −1000N when Pc = 0N/m and F0 = 30kN;
(b) C0 = 60m/s, B0 = 0.01T, F1 = −1000N when Pc = 0N/m and F0 = 30kN;
(c) C0 = 60m/s, C1 = 3m/s, F1 = −1000N when Pc = 0N/m and F0 = 30kN;
(d) C0 = 60m/s, C1 = 3m/s, B0 = 0.01T when Pc = 0N/m and F0 = 30kN;
(e) C0 = 50m/s, C1 = 3m/s, B0 = 0.01Ṫ, F1 = −1000N when F0 = 15kN

6.2. The curve of the amplitude-parametric excitation

Figure 3 represents the response curve of the amplitude a versus the parametric excitation F1
under the influence of magnetic induction intensity B0. The zero solution region becomes wide
when the magnetic induction intensity B0 goes up, that is, the non-resonance region broadens.
From Fig. 3, we note that the system has stable nontrivial solutions when the detuning parameter
εσ = 0, and the unstable nontrivial solutions when the detuning parameter εσ 6= 0. All curves
in Fig. 3 are symmetrically distributed with F0 = 0N/m line when the amplitude of the time-
-variant axial speed C1 = 0m/s. When C1 = 1m/s, the symmetry axis shifts towards right.
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Fig. 3. The curve of the amplitude-parametric excitation, F0 = 30kN, Jc = 0.02A/mm
2, Pc = 0N/m:

(a) εσ = 0, C0 = 60m/s, C1 = 0m/s; (b) εσ = 0, C0 = 60m/s, C1 = 1m/s;
(c) εσ = −0.01, C0 = 60m/s, C1 = 0m/s; (d) εσ = −0.01, C0 = 60m/s, C1 = 1m/s

According to the frequency-response equation, the square item in the right-side contains F1.
Due to F1 varying from a positive to a negative value, the curves present symmetrical distribu-
tion. And the existence of the time-variant axial speed can cause the curves shift towards right.
Similar phenomena are also observed in Figs. 4-6.

Figure 4 represents the response curve of the amplitude a versus the parametric excitation F1
under the influence of the amplitude of the time-variant axial speed C1. In Fig. 4, for the stable
solutions on the left side, the greater C1 is, the larger the vibration amplitude a becomes.
However, it has the opposite result on the right side.

Figure 5 represents the response curve of the amplitude a versus the parametric excitation F1
under the influence of the detuning parameter εσ. In Figs. 5a, 5b and 5c, as the absolute value of
the detuning parameter εσ gets greater, the vibration amplitude a becomes larger. In Figs. 5d,
5e and 5f, with a gradual increase of the magnetic induction intensity B0, the zero solution
region appears and gets broader.

Figure 6 represents the response curve of the amplitude a versus the parametric excitation F1
under the influence of the static load Q. Figure 6a shows that the increasing static load Q makes
the vibration amplitude a decrease. However, the tendency in Fig. 6b is opposite.

6.3. The curve of amplitude – static load

Figure 7 shows that the system has only stable nontrivial solutions, and the increasing static
load Q decreases the vibration amplitude a. We can also see that the vibration amplitude a is
increasing when the axial constant velocity C0, the amplitude of time-variant axial speed C1, the
amplitude of the time-variant axial tension F1 increase and the magnetic induction intensity B0
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Fig. 4. The curve of the amplitude-parametric excitation, F0 = 30kN, Jc = 0.02A/mm
2, Pc = 0N/m:

(a) εσ = 0, C0 = 60m/s; (b) εσ = −0.01, C0 = 60m/s

Fig. 5. The curve of the amplitude-parametric excitation, F0 = 30kN, Jc = 0.02A/mm
2, Pc = 0N/m:

(a) C0 = 60m/s, C1 = 3m/s when εσ = 0, −0.02 and −0.04; (b) C0 = 60m/s, C1 = 3m/s when
εσ = 0.04 and −0.04

decreases. In Figs. 7a, 7b and 7c, the curves become leveling off when the static load Q increases
to a certain value. The changes of the amplitude of the time-variant axial speed C1 and the
amplitude of the time-variant axial tension F1 have a more significant effect on the vibration
amplitude than that of the magnetic induction intensity B0.
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Fig. 6. The curve of amplitude-parametric excitation, F0 = 15kN, Jc = 0.02A/mm
2:

(a) C0 = 50m/s, C1 = 3m/s, B0 = 0.03T; (b) C0 = 50m/s, C1 = 3m/s, B0 = 0.03T

Fig. 7. The curve of amplitude – static load, F0 = 15kN, Jc = 0.02A/mm
2, εσ = 0.01:

(a) C1 = 3m/s, F1 = −1000N, B0 = 0.04T; (b) C0 = 50m/s, F1 = −1000N, B0 = 0.04T;
(c) C0 = 50m/s, C1 = 3m/s, B0 = 0.04T; (d) C0 = 50m/s, C1 = 3m/s, F1 = −1000N

6.4. The bifurcation diagram of the amplitude

In Fig. 8, the critical point of excitation is the intersection point of the trivial solution and re-
sonance solutions (including both the stable and unstable solutions) of the system. As the figures
show, in the upper region of each curve, the system has both a stable and an unstable solution,
and in the lower part, the system has no solution. In the given range of the amplitude of the time-
-variant axial speed C1, the time-variant axial tension F1 of critical bifurcation increases with
the growth of the magnetic induction intensity B0. Given a certain range for B0, the time-variant
axial tension F1 shows the same result as C1 increases.
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Fig. 8. The bifurcation diagrams of the amplitude, C0 = 60m/s, F0 = 30kN, Jc = 0.02A/mm
2,

Pc = 0N/m and εσ = −0.01: (a) F1 −B0 bifurcation diagram of the amplitude; (b) F1 − C1 bifurcation
diagram of the amplitude

In Fig. 8a, the curves which correspond to Figs. 3c and 3d, show a rising trend with the
increase of the amplitude of the time-variant axial speed C1. The bifurcation diagrams of the
time-variant axial tension F1 versus the axial constant velocity C0, which correspond to Figs. 4d,
4e and 4f, are distributed in a parallel line pattern with a change of the magnetic induction
intensity B0 in Fig. 8b.

7. Conclusions

In this article, the primary parametric resonance and stability of an axially accelerating current-
-carrying beam under magnetic field are investigated. The effects of the detuning parameter, axial
velocity, axial tension, magnetic induction intensity and static load on nonlinear characteristics
of the system are discussed. The following conclusions can be drawn:

• The vibration amplitude varies with the physical parameters, and the system exhibits
typical primary parametric resonance characteristics.

• The external magnetic field has a significant effect on the vibration of the system, and the
vibration amplitude control can be achieved by controlling the value of magnetic induction
intensity.

• When the axial time-variant speed is not zero, the symmetry axis of the resonant charac-
teristic curve shifts towards right.

• The vibration amplitude under parametric resonance decreases with an increase of the
static loads.
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The paper presents formulation of the problem of layered plates composed of two various
isotropic materials. We assume that the first material M1 is characterized by the following
parameters: Young’s modulus E1 and Poisson’s ratio ν1, whereas the second one by E2 and
ν2, respectively. Let us consider two modelling cases for functionally graded material (FGM)
plates. These cases are related to an appropriate distribution of the material within two-layer
and three-layer systems. Our objective is to compare the stiffness of both the two-layer and
there-layer plates with the FGM plate containing various proportions between the material
components M1 and M2.

Keywords: modelling, layer plate, FGM plate, stiffness of the plate

1. Introduction

The effect of a continuous change in the plate properties (through the thickness) can be obtained
in various ways. The overall properties of FMGs are unique and differ from any of the individual
material forming it (Mahamood et al., 2012).

Usually, we assume isotropic plates with variation of two constituents: ceramic and metal
(Mokhtar et al., 2009). Another possibility is to assume aluminium-alumina FGM plates (Rohit
Saha and Maiti, 2012).

Thus, the created plate material is inhomogeneous with both the composition and material
properties varying smoothly through thickness of the plate. The material properties along the
thickness direction of the FGM plate vary in accordance to a power-law function, exponential
function, sigmoid function, etc. Another modelling examples known in the literature are related
to asymptotic and tolerance modelling (Woźniak, 1995; Nagórko, 1998, 2010; Wągrowska and
Woźniak, 2015; Woźniak et al., 2016).

Most material properties through the plate thickness are expressed by

p(z) = (p1 − p2)f(z) + p2 (1.1)

where

f(z) =
(1
2
+
z

h

)n
p = ρ,E, ν (1.2)

where h is the plate thickness, the subscripts 1 and 2 indicate the top z = h/2 and bottom
z = −h/2 surfaces, E – Young’s modulus, ν – Poisson’s ratio, ρ is mass density, n – material
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parameter (Reddy, 2000; Efraim, 2011; Kim and Reddy, 2013; Kumar et al., 2011). Mokhtar et
al. (2009) use the following definition of the function p(z)

p(z) =






f1(z)pc + [1 + f1(z)]pm for 0 ¬ z ¬ h

2

f2(z)pc + [1 + f2(z)]pm for −h
2
¬ z ¬ 0

(1.3)

where

f1(z) = 1−
1

2

(
1− 2z

h

)n
f2(z) =

1

2

(
1 +
2z

h

)n
(1.4)

Delale and Erdogan (1983) and Rohit Saha and Maiti (2012) used an exponential function
in order to describe the variation of Young’s modulus in the following form

E(z) = Em exp
(
z +

h

2

)
B =

1

h
ln
Ec
Em

− h

2
¬ z ¬ h

2
(1.5)

In this work, we present a new FGM plate model formulated by using an appropriate mo-
delling related to double-layer and three-layer plates.

2. modelling of an FGM plate developed from a two-layer plate

Let us assume a two-layer plate whose scheme is shown in Fig. 1.

Fig. 1. A scheme of the two-layer plate

Our aim is to construct a gradient plate developed from a two-layer plate as well as to
compare the stiffnesses of both systems in the case of any quotient η = h1/h.

2.1. Plate geometry

The function describing the properties of the plate is defined as follows

p(z) =

{
p1 for 1− η ¬ ξ ¬ 1
p2 for 0 ¬ ξ ¬ 1− η

}
= p2[1 + εs(ξ)] p = ρ,E, ν (2.1)

where

s(ξ) =

{
0 for 0 ¬ ξ ¬ 1− η
1 for 1− η ¬ ξ ¬ 1 (2.2)

where ρ denotes density, E – Young’s modulus, ν – Poisson’s ratio, ε = (p1 − p2)/p2, ξ = z/h,
η = h1/h, 0 ¬ η ¬ 1, h = h1 + h2. Visualization of the discontinuous function s(ξ) (defined via
Eq. (2.2)) is presented in Fig. 2.
We are looking for a continuous-density function ρ(ξ) satisfying the following conditions:

— the law of mass conservation

1∫

0

ρ(ξ) dξ =
ρ1h1 + ρ2h2

h
= ρ2(1 + ερη) ερ =

ρ1 − ρ2
ρ2

η =
h1
h

(2.3)
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Fig. 2. Discontinuous function s(ξ), see Eq. (1.2)

— positive-density condition

ρ(ξ) ­ 0 0 ¬ ξ ¬ 1 (2.4)

— boundary conditions

ρ(0) = ρ2 ρ(1) = ρ1 (2.5)

The function under consideration ρ(ξ) can be described as follows

ρ(ξ) = ρ2[1 + ερf(ξ)] (2.6)

where the function f(ξ) satisfies the conditions as follows

1∫

0

f(ξ) dξ =

1∫

0

s(ξ) dξ = η

f(0) = 0 f(1) = 1 f(ξ) ­ 0 0 ¬ ξ ¬ 1
(2.7)

The functions characterizing elastic properties of the FGM material, i.e. Young’s modu-
lus E(ξ) and Poisson’s ratio ν(ξ), should satisfy the following conditions

E(ξ) ­ 0 0 ¬ ξ ¬ 1 E(0) = E2 E(1) = E1

ν(ξ) ­ 0 0 ¬ ξ ¬ 1 ν(0) = ν2 ν(1) = ν1
(2.8)

The forms of analyzed functions E(ξ) and ν(ξ) differ. In the case of metallic alloys, one
can assume ν1 = ν2 = ν because of small differences between Poisson’s ratios and the fact
that the effect of Poisson’s ratio on the deformation is much less than that of Young’s modulus
(Delale, Erdogan, 1983). However, analyzing the plates, it can be assumed that the function
E(ξ)/[1 − ν2(ξ)] is analogous to the form of the density function expressed by Eq. (2.6)

E(ξ)

1− ν2(ξ) =
E2
1− ν22

[1 + εEf(ξ)] εE = α− 1 α =
E1(1− ν22)
E2(1− ν21)

(2.9)

and the function f(ξ) satisfies conditions (2.7).
Let us note that taking the function E(ξ)/[1 − ν2(ξ)] along with conditions (2.8)1 leads to

a simple interpretation of the static problem. Tensile strength of the FGM cross-section with
Young’s modulus and Poisson’s ratio described by Eqs. (2.9) is the same as for the cross-section
shown in Fig. 1.
Figure 3 shows the functions s and f satisfying conditions (2.7) for η = 0.2.
We anticipate the following form of f(ξ)

f(ξ) = fr(ξ) = ξ
r(a1ξ + a2) (2.10)

where r = n or r = 1/n, and n is an arbitrary natural number.
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Fig. 3. The functions f and s

The proposed function satisfies boundary condition (2.7)2, whereas condition (2.7)3 is satis-
fied

∀r 6= 0 if a2 = 1− a1 ⇒ fr(ξ) = ξ
r[a1(ξ − 1) + 1] (2.11)

As a special case r = n = 0, condition (2.7)3 will be satisfied with a1 = 1.
Condition (2.7)1 gives

1∫

0

f(ξ) dξ =

1∫

0

ξr[a1(ξ − 1) + 1] dξ =
2 + r − a1
(1 + r)(2 + r)

= η (2.12)

what implies

a1 = (2 + r)[1− η(1 + r)] (2.13)

Taking condition (2.7)4

ξr[a1(ξ − 1) + 1] ­ 0 (2.14)

it follows that at n > 0, f(ξ) ­ 0 for

−r ¬ a1 ¬ 1
1

r + 2
¬ η ¬ 2

r + 2
(2.15)

It is obvious that for each η, we can find an appropriate natural number n for r = n or
r = 1/n.
Thus, f(ξ) is written as follows

f(ξ) = fr(ξ) = ξ
r{1− (1− ξ)(2 + r)[1− η(1 + r)]} (2.16)

As a special case of f0(ξ), we obtain η = 1/2, f0(ξ) = ξ. Taking r = 1

f1(ξ) = ξ[1− (1− ξ)3(1 − 2η)] for
1

3
¬ η ¬ 2

3
(2.17)

For n ­ 2, we have two different functions

fnξ) = ξ
n{1− (1− ξ)(2 + n)[1− η(1 + n)]} (2.18)

or

gn(ξ) = f1/n(ξ) = ξ
1
n

{
1− (1− ξ)

(
2 +
1

n

)[
1− η

(
1 +
1

n

)]}
(2.19)
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Fig. 4. Ranges of η for fn(ξ) and gn(ξ) satisfying conditions (2.7)

For a given value η, one can find such a value n at which the functions fn(ξ) or gn(ξ) meet
conditions (2.7). Figure 4 shows such ranges of η at which the functions fn(ξ) and gn(ξ) satisfy
the conditions expressed via Eqs. (2.7).

For η = 1/3, Fig. 4 depicts four possible values of n, i.e. n = 1, 2, 3, 4. On the other hand,
we have three functions to be shown in Fig. 5a. In the case of η = 0.2, we obtain six functions
satisfying conditions (2.7) for n = 3, 4, 5, 6, 7, 8 (see graphs visualized in Fig. 5b). It is obvious
that for any η it gives a collection of functions satisfying conditions (2.7).

Fig. 5. Graphs of fn(ξ) for: (a) η = 1/3 and n = 1, 2, 3, 4; (b) η = 0.2 and n = 3, 4, 5, 6, 7, 8

Moving back to the graph illustrated in Fig. 4, it is obvious that for 1/2 ¬ η ¬ 1 we get
an infinite number of functions satisfying conditions (2.7). Figure 6 shows variation of func-
tions E(ξ)(1 − ν22)/{E2[1 − ν2(ξ)]} = 1 + εEf(ξ), f(ξ) = fn(ξ) or g(ξ) = gn(ξ) for α = 2,
η = 1/5, 1/6, 1/3 along the FGM plate thickness.

2.2. Stiffness of the two-layer and FGM plates

The stiffness of the two-layer plate is expressed by the formula

Dw =
E2h

3

12(1 − ν2)
[
η3α+ (1− η)3 + 3(1− η)αη

1− η(1− α)
]

(2.20)
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Fig. 6. Cross section of the FGM two-component plate: (a) α = 2, n = 3, η = 1/5,
(b) α = 2, n = 1, η = 1/3, (c) α = 2, n = 1, η = 2/3

The stiffness of the FGM plate depends on the functions f or g. These functions depend, in
turn, on the variable ξ, on the parameter η = h1/h and on the natural number n

Ef (ξ, α, n, η) =
E

1− ν2 (ξ, α, n, η) =
E2
(1− ν22

[1 + (α− 1)fn(ξ)] (2.21)

or

Eg(ξ, α, n, η) = Ef
(
ξ, α,
1

n
, η
)
=

E2
1− ν22

[1 + (α− 1)gn(ξ)] (2.22)

The stiffness of the FGM plate material is expressed via formulas:
— for 1

n+2 ¬ η ¬ 2
n+2

Df(FGM )(α, n, η) =
E2h

3

1− ν22

1−ef∫

−ef

[1 + (α− 1)fn(ξ + ef )]ξ2 dξ

=
1

3
− ef + e2f + (α− 1)

(
ηe2f +

2 + (1 + n)(2 + n)η

(3 + n)(4 + n)
− 2ef [1 + (1 + n)(2 + n)η]

(2 + n)(3 + n)

)(2.23)

— for n
1+2n ¬ η ¬ 2n

1+2n

Dg(FGM )(α, n, η) = Df(FGM )
(
α,
1

n
, η
)
=

E2h
3

1− ν22

1−eg∫

−eg

[1 + (α− 1)g(ξ + eg)]ξ2 dξ =
1

3
− eg

+ e2g + (α− 1)
(
2n2 + η{(1 − eg)[1− eg + n(3− 7eg)] + 2n2(1− 4eg + 6e2g)}

(1 + 3n)(1 + 4n)

− 2n2eg
(1 + 2n)(1 + 3n)

)

(2.24)

whereas

ef (α, η, n) =
4 + 5n+ n2 + 2α + 2(1 + n)(2 + n)(α− 1)η

2(2 + n)(3 + n)[1 + (α− 1)η]

eg = ef
(
α, η,
1

n

)
=
1 + 5n+ 4n2 + 2n2α+ 2(1 + n)(1 + 2n)(α − 1)η

2(2n + 1)(3n + 1)[1 + (α− 1)η]

(2.25)
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In general, we have the following inequalities

Df(FGM )
(
α, n, η =

2

2 + n

)
6= Df(FGM )

(
α, n+ 1, η =

1

2 + n

)

Dg(FGM )
(
α, n, η =

2n

2n + 1

)
6= Dg(FGM )

(
α, n+ 1, η =

n

2n+ 1

) (2.26)

but there always exists such η̂ meeting the following equality for each α

DFGM (α, n, η̂) = DFGM (α, n + 1, η̂) (2.27)

For each α, the following equality is satisfied

Df(FGM )
(
α, n, η =

1

2 + n

)
= Df(FGM )

(
α, n + 1, η =

1

2 + n

)
(2.28)

In the case of n/(1+ 2n) ¬ η ¬ 2n/(1+ 2n), there exist such values of η̂ satisfying the following
equalities

Dg(FGM )(α, n, η̂) = Dg(FGM )(α, n + 1, η̂) (2.29)

For example: Dg(FGM )(α = 2, n = 1, η̂) = Dg(FGM )(α = 2, n = 2, η̂), for η̂ = 0.424472.
Figure 7 presents diagrams of the function r(η) describing the stiffness of the plate

D = E2h
3r(η)/[12(1 − ν22)] for α = 2 where Dw and DFGM denote the two-layer plate and

the graded material plate, respectively.

Fig. 7. A diagram of the function r(η)

3. modelling of the gradient plate developed from the three-layer plate

Let us consider a three-layer plate with a symmetrical arrangement of layers. In such a case, it
is convenient to take the intermediate layer thickness equal to 2h2 (Fig. 8).

3.1. Determining the functions fn, gn

Similarly, as in the case of two-layer plate, we assume that Eqs. (2.9) hold provided that the
functions fn and gn have the following forms

fn(ξ) = ξ
2n[1− a1(1− ξ2)] gn(ξ) = (ξ

2)
1
n [1− b1(1− ξ2)] (3.1)



836 G. Jemielita, Z. Kozyra

Fig. 8. A scheme of the three-layer plate

Satisfying the following conditions (see (2.7))

1∫

0

f(ξ) dξ =

1∫

0

s(ξ) dξ = η =
h1
h

f(±1) = 1 f(0) = 0 f(ξ) ­ 0 − 1 ¬ ξ ¬ 1
(3.2)

we obtain the functions fn and gn of the form:

— for 1
3+2n ¬ η ¬ 3+4n

(1+2n)(3+2n)

fn(ξ) = ξ
2n
(
1− 1
2
(3 + 2n)[1 − η(1 + 2n)](1 − ξ2)

)
(3.3)

— for n
2+3n ¬ η ¬

n(3n+4)
(2+n)(2+3n)

gn(ξ) = f1/n(ξ) = (ξ
2)
1
n

(
1− 1
2n2
(2 + 3n)[n(1− η)− 2η](1 − ξ2)

)
(3.4)

Figure 9 shows the ranges of η for the functions fn(ξ) and gn(ξ) satisfying conditions (2.7).

Fig. 9. Ranges of η for fn(ξ) and gn(ξ) satisfying conditions (2.7)

Figure 10a presents functions f1 = g1 within the range of validity 3/15 ¬ η ¬ 7/15, whereas
the functions g10 for 30/96 ¬ η ¬ 85/96 are visualized in Fig. 10b.
Similarly, as in Section 3, the function E(ξ)/[1 − ν2(ξ)] can be expressed as follows

E(ξ)

1− ν2(ξ) =
E2
1− ν22

[1 + εEf(ξ)] (3.5)
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Fig. 10. (a) Functions f1 = g1 for 3/15 ¬ η ¬ 7/15, (b) functions g10 for 30/96 ¬ η ¬ 85/96

where the following designations are adopted

εE = α− 1 α =
E1(1− ν22)
E2(1− ν21)

f(ξ) = fn(ξ) or f(ξ) = gn(ξ) (3.6)

Figure 11 presents variations of the function E(ξ)(1 − ν22)/{E2[1 − ν2(ξ)]} = 1 + εEf(ξ),
f(ξ) = fn(ξ) or g(ξ) = gn(ξ) for α = 2, η = 1/5, 7/15, 5/8 along the FGM plate thickness.

Fig. 11. Cross section of the FGM two-component plate: (a) f1(α = 2, η = 1/5), (b) f1(α = 2, η = 7/15),
(c) g2(α = 2, η = 5/8)

3.2. Stiffness of the three-layer FGM plate

The stiffness of the three-layer plate Dw can be described as follows

Dw =
2E2h

3

3(1 − ν22)
[(1− η)3 + αη(3 − 3η + η2)] (3.7)

In the case of the FGM plate, the following formulas can be applied:
— for 1

3+2n ¬ η ¬ 3+4n
(1+2n)(3+2n)

Df(FGM )(α, n, η) =
2E2h

3

3(1− ν22)
3(3 + 2α) + 4n(4 + n) + 3η(α − 1)[3 + 4n(2 + n)]

(3 + 2n)(5 + 2n)
(3.8)

— for n
2+3n ¬ η ¬

n(4+3n)
(2+n)(2+3n)

Dg(FGM )(α, n, η) =
2E2h

3

3(1 − ν22)
4 + 16n+ 9n2 + 6αn2 − 3η(2 + n)(2 + 3n)(α− 1)

(2 + 3n)(2 + 5n)
(3.9)
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The stiffnesses of the layered plate Dw and the FGM plate DFGM as a function of η for
α = E1/E2 = 2 are visualized in Fig. 12.

Fig. 12. Layered plate stiffness Dw and FGM plate stiffness DFGM as a function of η
for α = E1/E2 = 2

4. Conclusions

Figure 7 shows the dependence of the stiffness of a two-layer plate and an FGM plate on the
parameter η. Analyzing this graph, one concludes that taking two plates (the two-layer and
FGM) with the same amount of the material and for certain values of the parameter η, the
stiffness of the FGM plate is greater than the stiffness of the two-layer plate. It proves that we
can construct an FGM plate, according to the procedure outlined in Section 2, with a higher
stiffness of the two-layer plate and with the same amount of the material for both plates. In the
case of the three-layer plate and its corresponding FGM plate, the FGM plate stiffness is less
than the stiffness of the three-layer plate for all values of the parameter η, except for η = 0 and
η = 1, for which the stiffnesses are the same.
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A wide spectrum of pressure fluctuation frequencies occurs in hydraulic systems. Particu-
larly hazardous and difficult to eliminate are pressure fluctuations in the range up to 50Hz,
resulting in the generation of infrasounds by machines equipped with a hydrostatic drive.
The best protection against the harmful effect of ultrasounds is to suppress them at the
very source, i.e. to eliminate the causes of the generation of this noise. This paper presents
a concept of reducing pressure fluctuation in the range of low excitation frequencies by
means of a low-frequency damper of special design. The basis for designing pressure fluc-
tuation dampers effective in reducing pressure fluctuation amplitudes in the range of low
frequencies (< 50Hz), which also function as acoustic filters of the generated infrasounds,
is provided. The effectiveness of the low-frequency damper in reducing pressure fluctuation
amplitudes has been experimentally tested. The damper was found to be most effective when
its eigenfrequency coincided with the excitation frequency to be reduced.

Keywords: damper, pressure fluctuation, infrasounds

1. Introduction

Pressure fluctuation, on the one hand, is a consequence of the periodically changing rate of flow
of the working medium due to cyclicality of operation of pump displacement elements and, on
the other hand, it is a result of external excitations in the form of mechanical vibrations acting on
the hydraulic system components mounted on various supporting structures (e.g. loader frame).
Fluctuations in the output, and so in pressure, in a hydraulic system are undesirable since
they can cause many disturbances to normal operation and be a source of excessive noise, see
Michałowski and Stolarski (1998). One of the most serious consequences of pressure fluctuations
are vibrations of flexible pipes (German et al., 2000; Stosiak, 2011; Czerwinski and Luczko, 2015)
and, in some cases, of hydraulic system control elements (Kollek et al., 2010). In order to confirm
the coincidence between pressure fluctuations and the emitted noise, Osiński and Kollek (2013)
recommend to locate the noise sources by means of a two-microphone probe. In this way, one can
obtain a map of noise intensity around the investigated device and indicate the noisiest places
which, as a rule, coincide with the areas where the maximum pressure fluctuation amplitude
occurs.
A wide pressure fluctuation frequency spectrum, in both the infrasonic (up to 50Hz) range

and the audible range (up to 2 kHz), occurs in hydraulic systems (Ijas, 2007; Kollek et al., 2009;
Mikota, 2000; Earnhart and Cunefare, 2012).
The necessity to reduce low-frequency pressure fluctuation on the one hand is dictated by

ergonomics and on the other by reduction of low-frequency excitations leading to minimization of
the resonant vibration of hydraulic system components such as flexible pipes, valves, controllers
and distributors, whose eigenfrequencies are in the low-frequency range. Especially hazardous
and difficult to eliminate are pressure fluctuations in the range up to 50 Hz, resulting in the
generation of infrasounds by machines equipped with a hydrostatic drive system (Kudźma, 2012).
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The best protection against the harmful effect of ultrasounds is to suppress them at the
very source, i.e. to eliminate the causes of the generation of this noise. Various hydropneumatic
accumulators are commonly used to reduce pressure fluctuation amplitudes in the low frequency
range (Dindorf, 2004; Palczak and Pomowski, 2006; Ijas, 2007; Earnhart and Cunefare, 2012;
Kollek et al., 2009; Garbacik et al., 1986). However, the limitation of this solution is that hydro-
pneumatic accumulators are most effective in reducing pressure fluctuation amplitudes when the
accumulator resonance frequency coincides with the fluctuation frequency which is to be reduced.
It should be noted that the accumulator free vibration frequency to a large extent depends on the
magnitude of pressure in the hydraulic system incorporating this component. This means that
hydropneumatic accumulators act selectively and so as dampers they are narrow-band filters,
and their actual effectiveness in reducing pressure fluctuation is limited to practically a single
excitation frequency equal to the hydropneumatic accumulator resonance frequency changing
with the load of the drive system which incorporates the accumulator. Damping effectiveness
tends to rapidly decrease already at slight deviations from the resonance frequency (Ortwig et
al., 1999; Kudźma, 2012; Garbacik et al., 1986). The minimization of pressure fluctuations in
hydraulic systems through the use of various dampers has been investigated by, among others,
Dindorf (2004), Ijas (2007), Kudźma (2012), Kudźma and Kudźma (2015), Kollek et al. (2009),
Earnhart and Cunefare (2012), Garbacik et al. (1986), Mikota (2000), Ortwig et al. (1999),
Singh (2005), Skaistis (1988). Most of the above authors found that passive chamber dampers
of the bypass, branch and Helmholtz resonator type were usable at excitation frequencies above
150Hz. This limitation is due to the fact that for lower excitation frequencies the above dampers
assume overall geometrical dimensions which eliminate them from the use in real hydrostatic
drive systems of machines. A Helmholtz resonator with flexible lining of its walls, effective in
reducing amplitudes of low (below 50Hz) pressure fluctuation frequencies, but at the maximum
pressure in the system limited to a few MPa, was presented by Earnhart and Cunefare (2012).
The application of active damping consisting in pressure fluctuation generation by means of
complex electrohydraulic systems in counterphase to the pressure fluctuation which is to be
reduced, was presented by Changbin and Zongxia (2014), Pan (2013). By properly adjusting
the phase and amplitude of the additional fluctuation it is possible to effectively reduce the
fluctuation generated by the pump in the whole frequency range. Because of its complicated
structure, the active damping of pressure fluctuation has not gone beyond laboratory tests.

This paper presents a concept for reducing pressure fluctuation in the range of low excitation
frequencies through a special design of the low-frequency damper effective in the whole range of
loads.

2. Low-frequency pressure fluctuation damper

In order to reduce low-frequency pressure fluctuation amplitudes, a damper whose design (la-
boratory version) is shown in Fig. 1 has been used. In comparison with the patent damper, this
design was modified by introducing an additional piston rod to enable a simple change of the
total vibrating system weight and measurements of piston displacements during damper opera-
tion. The damper is a kind of bypass in the hydraulic system, performing function of a reactive
filter and a filter absorbing changes in energy resulting from output and pressure fluctuations. It
reduces low-frequency output fluctuations. Thanks to the use of two hydropneumatic accumu-
lators differently charged with gas, the damper effectively performs its function in a wide range
of operational system pressures.

The low-frequency fluctuation damper shown in Fig. 1 operates as described below. After
the cylinder is filled with the hydraulic oil, hydropneumatic accumulators 1 and 2 mounted in
top cover 9 are precharged with nitrogen to pressure pg02 > pg01. The damper is connected
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Fig. 1. Active low-frequency pressure fluctuation damper in its laboratory version:
1 – hydraulic accumulator, 2 – hydraulic accumulator, 3 – vent and cut-off valve, 4 – pin,

5 – bottom cover, 6 – loading disk, 7 – piston rod, 8 – piston, 9 – top cover

in parallel via a threaded hole in bottom cover 5 to the pump pressure conduit. The principle
of operation of the damper comes down to taking over output fluctuation (generating pressure
fluctuation) excitations. The excitations are taken over by the system: the movable piston with
the piston rod – a hydropneumatic spring. The hydropneumatic spring is made up of at least
two hydraulic accumulators differing in their initial gas volumes and precharge pressures. Owing
to this, the hydropneumatic spring stiffness is approximately constant in the whole range of
pressures generated by the driver element of the hydraulic system and, consequently, the low-
-frequency damper effectiveness is constant in the whole range of loads. Because of the patent
application being processed, the low-frequency damper is only generally described here.

3. Mathematical model

3.1. First stage in damper operation

The operation of the low-frequency damper can be divided into two stages. The first stage
covers the period from starting the system to the instant when the average pressure pav is lower
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than the precharge pressure pg02 in accumulator 2 (Fig. 1) – only one accumulator operates. The
second stage begins when the average system pressure pav > pg02 – both accumulators operate.

Fig. 2. Way of installing the low-frequency damper in the system: 1 – displacement pump, 2 – tee TT
(feed node), 3 – low-frequency damper, 4 – safety valve

The particular symbols in Fig. 2 stand for: Q – the rate of pump delivery, QA – rate of
flow to the low-frequency damper, QR – rate of flow to the pipeline feeding the system, and
p ∼= pA ∼= pR – pressure deviations in tee (tee arms).
Analysis of the hydraulic system with the low-frequency damper begins with calculation of

the operational impedance ZT (s) in the feed node TT

ZT (s) =
pA(s)

QA(s)
(3.1)

where pA(s) and QA(s) are the Laplace transforms of the pressure pA and flow rate QA, s is the
Laplace variable.
On the basis of the calculated impedance one selects such its value which would ensure

minimal changes in QR and in pressure pR. The parameters are a result of the pulsatory flow
rate in the infrasonic range.
Moreover, the following simplifying assumptions are made:

• the system operates at thermal equilibrium with its surroundings;
• compressibility of the oil and elasticity of the conduits are neglected as being small in
comparison with elasticity of the gas in the accumulator, also leakage losses are neglected;

• the safety valve remains closed over the whole load range;
• at low QA values, the flow in the low-frequency damper and the hydraulic accumulators
connections is laminar.

For the feed node TT , on the above assumptions, the equation of continuity for a nonuniform flow
can be expressed through constant flow components QAS , QRS , QS and variable flow components
QA, QR and Q

QS +Q = QRS +QR +QAS +QA (3.2)

For the system shown in Fig. 2, one can assume that the whole flow generated by the pump
goes via connection T to the system: damper-pipeline feeding the system. Thus the equation of
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flow continuity assumes form (3.2): Q + QS = QRS + QR + QAS + QA. Moreover, the whole
(mean) constant flow (QS) in steady operating conditions goes to the pipeline which feeds the
system: QS = QRS . Thus the value of the constant component going to the damper is QAS = 0.
Therefore, equation (3.2) can be written as

Q = QA +QR (3.3)

The tee transmittances can be presented in the form of the matrix equation, see Kudźma (2012),
Earnhart and Cunefare (2012)

[
p
Q

]
=

[
1 0

Z−1T 1

] [
pR
QR

]
(3.4)

where ZT = pA/QA is the impedance of the damping system.
The expansion of equation (3.4) yields

QR = Q−
pR
ZT

(3.5)

The mathematical model of the low-frequency damper is used to determine the structural pa-
rameters of the latter ensuring the maximum elimination of system output fluctuations with a
given frequency, i.e. QR(t) = min.
The flow caused by compressibility of the gas in the accumulator is defined by the equation

(Dindorf, 2004)

QA = CA
dpg
dt

(3.6)

where CA is the capacitance of the hydraulic accumulator, pg – pressure of the gas in the
accumulator.
The capacitance of the hydraulic accumulator and its dynamic properties depend on the

mass of the partition (membrane, etc.), compressibility of the gas and the inertia and resistance
of the flow of the oil. For a constant entropy S = const , the accumulator capacitance can be
written as (Dindorf, 2004; Kudźma, 2012)

CA =
(∂Vg
∂pg

)

S
(3.7)

where Vg is the volume of the gas in the accumulator.
Taking into account:

• (active) damper resistance R0T which includes the effect of fluid resistance and piston
motion resistance,

• piston hydraulic inductance LT (passive resistance) which includes the effect of inertia of
the fluid and moving piston components, one can determine the pressure drop (Palczak
and Pomowski, 2006)

pA − pg = LT
dQA
dt
+R0TQA (3.8)

From the assumption that hydraulic resistances, expressed by the last term of equation (3.8),
have a quasi-stationary character it follows that the fluid friction loss coefficient for the steady
flow and for the unsteady flow in the conduit at the same fluid flow velocity has an identical
value. Consequently, considering the low flow rate fluctuation frequencies and the relatively
large radius of the conduit, the effect of fluid motion nonstationarity in the conduit on frictional
resistances is neglected.
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Having differentiated both sides of expression (3.8), one gets

dpA
dt
− dpg

dt
= LT

d2QA
dt2
+R0T

dQA
dt

(3.9)

Using equation (3.6) and rearranging (3.9), one gets

CA
dpA
dt
= CALT

d2QA
dt2
+ CAR0T

dQA
dt
+QA (3.10)

Having applied the Laplace transformation to equation (3.10) at zero initial conditions, one gets
the low-frequency damper operational transmittance GT (s)

GT (s) =
QA(s)

pA(s)
=

CAs

CALT s2 + CAR0T s+ 1
(3.11)

Assuming the damper eigenfrequency

ω0T =

√
1

CALT
(3.12)

and the damping number

ξT =
1

2ω0T
CAR0T (3.13)

one gets

GT (s) =
CAs

1
ω2
0T
s2 + 2ξTω0T s+ 1

(3.14)

The amplitude-frequency characteristics of the low-frequency damper are determined on the
basis of its initial impedance ZT (s) in spectral form |ZT (ω)|. Therefore, s = jω is substituted
into the transition function GT (s) (3.11) and inverse of the latter is specified, whereby one gets

ZT (ω) =
(pA(ω)

QA(ω)
=

1

CAω0T

[
2ξTω

2
0T + j

( ω

ω0T
− ω0T

ω

)]
(3.15)

j is the imaginary unit.
Assuming constant coefficients related to the low-frequency damper design

Φ =
1

CAω0T
ΨT = 2ξTω

2
0T (3.16)

from formula (3.15), one calculates the impedance modulus

|ZT (ω)| = Φ
√

Ψ2T +
( ω

ω0T
− ω0T

ω

)2
(3.17)

In order to generalize the above analysis, relation (3.17) is presented in the dimensionless form

|ZTB| =
|ZT |
Φ
=

√

Ψ2T +
( ω

ω0T
− ω0T

ω

)2
(3.18)

In order to determine the low-frequency damper impedance minimum corresponding to the
maximum damping of pressure fluctuations in the connection node, and to relate this value to the
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damper structural parameters, one should define such parameters as: hydraulic inductance LT ,
capacitance CA and damper connection (tee+pipe) resistance R0T .
The hydraulic inductance LT is defined by the expression (Backé and Murrenhoff, 1994)

LT =
Mzr
A2A

(3.19)

where Mzr is the mass reduced to the damper piston face area, AA – active damper piston face
area.
The reduced mass Mzr of the vibrating system is the sum of the piston mass, loading disk

mass, mass of the fluid in the damper cylinder and the reduced-to-the-piston-face-surface mass
of the fluid in the connection.
In accordance with the assumptions, the resistance of the damper is calculated from the

Hagen-Poiseuelle relation (Palczak and Pomowski, 2006)

R0 =
8πµLc
F 2p

(3.20)

where µ is the dynamic viscosity of the working medium, Fp – cross sectional area of the con-
nection, Lc – total length of the connection.
Each accumulator has its specific capacitance CA. By analogy to pneumomechanics, the

flexibility of the hydropneumatic spring is CS = CA/A
2
A. The spring flexibility, in turn, is the

inverse of its stiffness, i.e. stiffness KS of the hydropneumatic spring according to Dindorf (1998)
is

KS =
1

CS
=
A2A
CA

(3.21)

The stiffness of the hydropneumatic spring should be related to the damper structural parame-
ters AA, pressure pg01 and the initial gas volume Vg01. Changes in the gas pressure and volume in
the hydropneumatic accumulator in quick-variable processes are interrelated by the polytropic
equation (Backé and Murrenhoff, 1994)

pg01V
n
g01 = p1gV

n
1g (3.22)

where pg01 is the initial gas pressure, Vg01 – initial gas volume, p1g – ultimate gas pressure,
V1g – ultimate gas volume, n – polytropic exponent.
The change in the gas volume (∆Vg) is interrelated with the piston displacement x through

the expresion

∆Vg = AAx (3.23)

Hence, one can write

V1g = Vg01 −AAx (3.24)

On the basis of equations (3.22) and (3.24), one can determine the ultimate pressure p1g depen-
ding on the initial pressure pg01, initial volume Vg01 and piston displacement x

p1g =
pg01(

1− AAVg01x
)n (3.25)

Multiplying equation (3.25) by the active piston surface AA, one gets the relation for the hydro-
pneumatic spring force Psh as a function of the displacement x

Psh =
AApg01(
1− AAVg01x

)n (3.26)
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Having linearized equation (3.26), using the expansion into a Maclaurin series and taking the
first terms into account, one gets

∆Psh =
nA2Apg01
Vg01

∆x+AApg01 (3.27)

where ∆Psh is an increase in the hydropneumatic spring force, ∆x – an increase in the piston
displacement. The value of the error due to the Lagrange remainder in the Maclaurin formula
depends on the AA/Vg01 ratio and it approaches its maximum when approaching the value of
the inverse to the AA/Vg01 ratio because

pg01(
1− AAVg01x

)n = pg01 +
AAnpg01
Vg01

x+
A2An(n+ 1)pg01

2V 2g01

(
1− AAVg01 c

)n+3x
2 (3.28)

hence
∣∣∣∣∣

A2An(n+ 1)pg01

2V 2g01

(
1− AAVg01 c

)n+3

∣∣∣∣∣x
2 ¬Mx2

∣∣∣∣∣
A2An(n+ 1)pg01

2V 2g01

(
1− AAVg01 c

)n+3

∣∣∣∣∣ ¬M (3.29)

where c ∈ (0, x).
Using the system stiffness defining relation

Ks
def
=

∂Psh
∂∆x

(3.30)

one gets the final form of the expression describing the stiffness of the hydropneumatic spring

Ks =
nA2Apg01
Vg01

(3.31)

Returning to equation (3.21) and using relation (3.31), after transformations, one gets

(3.32)CA =
Vg01
npg01

(3.32)

Equation (3.32) describes the capacitance of the hydroaccumulator in the neighbourhood of
the point x = 0 and for slight changes in the location of this point.

3.2. Second stage in damper operation

When the drive unit load increases, the average operating hydrostatic system pressure and
the gas pressure in the accumulator change from p01g to pkg. Since the accumulator fills with the
oil slowly, one can assume that compression of the gas is an isothermal process in accordance
with the equation

pg01Vg01 = pkgVkg (3.33)

and so as the load increases, motion of the damper piston takes place at the average pressure pkg,
and the volume of the gas in the accumulator amounts to

Vkg =
pg01Vg01
pkg

(3.34)

Substituting pkg for p01g and Vkg for Vg01 (a new balance point) in equation (3.31), one gets

Ks1 =
nA2Apkg
pg01Vg01

(3.35)
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Relation (3.35) describes the stiffness of the hydropneumatic spring of the active damper ope-
rating at the average pressure pk in the system. Returning to equation (3.21), in new conditions
of the equilibrium, one gets an expression for the accumulator capacitance CA1

CA1 =
pg01Vg01
np2kg

(3.36)

The change in the accumulator capacitance as a result of an increase in the average pressure
from p01g to pkg, and so the change in the accumulator eigenfrequency ωoT and in damping
effectiveness, amounts to

CA1
CA
=
(pg01
pkg

)2
(3.37)

In order to reduce the effect of variation in the average system pressure on the accumulator
eigenfrequency at the instant when a certain pressure pkg is reached, the volume of the other
accumulator whose precharge pressure amounts to pkg is added. This is the essence of the
proposed low-frequency damper solution. In order to prove this thesis, experiments consisting
in determining the capacitance for a single accumulator and, starting from a certain pressure
value, for a system of two accumulators connected in parallel, have been carried out. A diagram
of the measuring system for determining the capacitance of the hydraulic accumulators is shown
in Fig. 3.

Fig. 3. Diagram of the system for determining the hydropneumatic accumulator capacitance in
stationary conditions: 1 – hand-operated pump, 2 – priming tank, 3, 3a – tested hydroaccumulators,
4 – calibrating tank, 6, 7, 8, 9 – cut-off valves, initial accumulator operating conditions 3: V0 = 0.5 dm

3,
p0 = 2MPa; for accumulator 3a: V0 = 0.7 dm

3, p0 = 8MPa

Using defining relation (3.7) and replacing the partial derivatives with increments, one
can experimentally determine the capacitance of the hydropneumatic accumulator via volume
changes ∆Vg caused by pressure increment. This is shown in Fig. 3. In order to obtain the re-
quired pressure value, hand-operated pump 1 (pressure gauge calibration press) has been used
while the volume change ∆Vg was determined using graduated vessel 4 and properly set the
cut-off valves (Fig. 4).

Relation ∆Vg = f(pg) in the pressure range of 2-16MPa for the two hydropneumatic accu-
mulators was linearized with a secant, and a constant capacitance value CA = 0.56 · 10−10 m5/N
was obtained.
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Fig. 4. Change ∆Vg in gas volume in the hydraulic accumulators connected in parallel versus pressure;
one accumulator I, p0g1 = 2MPa, V0g1 = 0.5 dm

3, two accumulators connected in parallel I+II,
p0g2 = 8MPa, V0g2 = 0.7 dm

3

4. Solution of the mathematical low-frequency damper model

The solution of the mathematical active damper model, based on relation (3.18), is presented
graphically using Mathematica 5.1 and Origin v. 7.5 Pro software. Before solving the model,
it was necessary to determine the particular coefficients and their variation ranges, which was
done analytically or experimentally. The values of some of the major coefficients are: resultant
reduced mass Mzr = 2.87 kg, inductance LT = 0.65 · 106 kg/m4, connection resistance R0T =
(1.5 − 50) · 108Ns/m5, range of dynamic viscosity µ = (30 − 1000) · 10−3Ns/m2, total length
Lc = 0.86m, capacitance CA = 0.56 · 10−10m5/N, eigenfrequency according to formula (3.12)
ω0T = 158 s

−1 (corresponds to eigenfrequency f0T = 25Hz and so to the rotational speed
np = 1500 rpm of the motor driving the displacement pumps in the experiments) and damping
number ξT = 2.9 · 10−5 s2.
Figure 5a shows the effect of oil viscosity on the impedance modulus of the active damper in

dimensionless coordinates (other parameters remain unchanged). Figure 5b illustrates the dam-
per impedance modulus-dimensionless frequency relationship for viscosity µ = 30 · 10−3 Ns/m2.

Fig. 5. (a) Low-frequency impedance modulus in dimensionless coordinates: 1 – oil viscosity µ = 0;
2 – oil viscosity µ = 30 · 10−3Ns/m2; low-frequency damper impedance modulus in dimensionless

coordinates for oil viscosity µ = 200 · 10−3Ns/m2
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5. Experimental verification

Hydraulic pressure fluctuation tests involving the low-frequency damper have been carried
using a test setup (Fig. 6) designed by the authors. The setup made it possible to determine
amplitude-frequency characteristics of the investigated damper. A single-stage VCD (VoiceCo-
ilDrive) Parker-Hannifin D1FPE01MC9NB00 proportional distributor was used as the pressure
fluctuation inducing element. This means that, as opposed to conventional proportional distri-
butors, it is not an electromagnet core, but a moving coil which acts on the spool. Consequently,
the dynamic performance of the valve is significantly better owing to a substantial reduction in
the moving mass (Kolvenbach and Krips, 2004). The distributor specifications were as follows:
hysteresis < 0.05% and the cut-off frequency at 5% of the command signal – 350Hz at the
amplitude damping by 3 dB (Kudźma et al., 2014). Dedicated software called HydroSter was
developed to control the proportional valve in the test setup. A sinusoidal command signal with
the set amplitude and frequency, generated by the HydroSter software, fed to the distributor
coil would induce pressure fluctuations with a specified amplitude and frequency. The structure
and operation of the HydroSter software are described in more detail in Kudźma (2012).

Fig. 6. Hydraulic diagram for determination pf frequency characteristics of a low-frequency damper:
1 – displacement pump, 2 – electric motor, 3 – safety valve, 4 – cut-off valve, 5 – low-frequency damper,

6 – pressure transducer, 7, 8 – throttle valve, 9 – proportional distributor, 10 – tank

The experimental verification consisted in recording pressure fluctuations over time while
generating pressure fluctuations with the set frequency and amplitude, with the low-frequency
damper installed and without the damper, in identical operating conditions. In the system shown
in Fig. 6, the sources of excitations in the form of output and pressure fluctuations were: working
displacement pump 1 (with a constant delivery and a fixed driving shaft speed) and proportional
distributor 9 to whose coils a time-varying command signal with the set amplitude, constant va-
lue and frequency was fed. The presence of the damper in the system was determined by opening
of cut-off valve 4 (Fig. 6). In the laboratory version of the damper, a displacement transducer was
used to measure the displacement of the damper piston. Sample results of pressure fluctuation
measurements are presented in Figs. 7-9.

Then the effectiveness of the damper was experimentally verified by determining the
amplitude-frequency characteristic for the input pressure fluctuation amplitude ∆p and the
outputpiston displacement ∆x. As a part of the investigations, the resonance frequency corre-
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Fig. 7. Pressure fluctuations in the hydraulic system. Frequency of the pressure fluctuation excitation
with a harmonic exciter fw = 25Hz. Forcing pressure pt = 12MPa: (a) system without the damper,

(b) system with the damper (the scales in the two figures are identical)

Fig. 8. Narrow-band analysis of pressure fluctuation in the hydraulic system without the low-frequency
damper. Frequency of the pressure fluctuation excitation with a harmonic exciter fw = 25Hz. Forcing

pressure pt = 12MPa

Fig. 9. Narrow-band analysis of pressure fluctuation in the hydraulic system with the low-frequency
damper. Frequency of the pressure fluctuation excitation with a harmonic exciter fw = 25Hz. Forcing

pressure pt = 12MPa
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sponding to the maximum transmittance was determined, whereby it was confirmed that the
active damper was most effective at the resonance frequency (Fig. 10).

Fig. 10. Amplitude-frequency characteristic of the low-frequency damper at a forcing pressure of 12MPa

6. Conclusion

A wide spectrum of pressure fluctuations occurs in hydraulic systems. Particularly hazardous and
difficult to eliminate are pressure fluctuations in the range up to 50Hz, resulting in generation
of infrasounds by machines equipped with a hydrostatic drive system.

Various hydropneumatic accumulators are commonly used to reduce pressure fluctuation
amplitudes in the low-frequency range. The drawback of this solution is that hydropneumatic
accumulators are most effective in reducing pressure fluctuation amplitudes when the accumu-
lator resonance frequency coincides with the fluctuation frequency which is to be reduced. It
should be noted that the accumulator eigenfrequency to a large extent depends on the magnitude
of pressure in the hydraulic system incorporating this component. This means that hydropneu-
matic accumulators act selectively and so, as dampers, they are narrow-band filters, and their
actual effectiveness in reducing pressure fluctuation is limited to practically a single excitation
frequency equal to the hydropneumatic accumulator resonance frequency. Damping effectiveness
has been observed to rapidly decrease already at slight deviations from the resonance frequency.

A concept of a pressure fluctuation damper whose key component is a hydropneumatic spring,
effective in the range of low frequencies, has been presented in this paper. The axial cross section
of the low-frequency damper, whose characteristic feature is that two hydropneumatic accumu-
lators differing in their volume and gas precharge pressure form the hydropneumatic spring,
is shown in Fig. 1. Owing to this solution, the hydropneumatic spring has an approximately
constant stiffness in the whole load range, whereby its resonance frequency remains unchanged.
Also, a mathematical model of the damper has been provided and effectiveness of the latter has
been verified using a specially designed experimental setup enabling generation and recording
of harmonic pressure fluctuations in a wide range of excitation frequencies. Theoretical analysis
and verification results show that the low-frequency damper is most effective when its resonance
frequency coincides with the frequency to be reduced. The damper resonance frequency, expres-
sed by relation (3.12), depends on the equivalent capacitance of at least two hydroaccumulators
(under heavier drive system loads), experimentally determined using defining relation (3.7) and
on the hydraulic inductance described by relation (3.19).
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In hydrostatic drive systems, the low-frequency damper performs function of an acoustic fil-
ter, especially in low frequencies. This is evidenced by the chart in Fig. 11, showing a comparison
between the third octave spectra of the sound pressure level Lm of the actual hydraulic system
lifting the jib of loader Ł-200, with and without the low-frequency damper. The measurements
have been carried out in a sound chamber in which the Ł-200 loader jib lifting system was placed.
The chamber and the way in which the measurements were performed were described in detail in
Kudźma (2012). The resonance frequency of the damper installed in the lifting system amounted
to 25Hz, which corresponded to the pump driving motor rotational speed np = 1500 rpm. In
order to reduce the pressure fluctuation amplitude for higher frequencies, one should install the
passive damper described in, e.g., Kudźma and Kudźma (2015).

Fig. 11. Comparison between the third octave spectra of the sound pressure level Lm of the actual
Ł-200 loader jib lifting hydraulic system with and without the low-frequency damper, pump shaft

rotational speed np = 1500 rpm, forcing pressure pt = 12MPa
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The paper reports behaviour of engineering materials for different kinds of notches, i.e.
having U , V shapes. Their variants with respect to dimensions are illustrated in static
and fatigue tests. The influence of these types of geometrical imperfections on material
fatigue is presented using variations of the Wöhler curve, number of cycles to failure and
the fatigue notch factor. Results of experiments conducted by the use of the Digital Image
Correlation system called 4M Aramis are illustrated. Courses of tensile characteristics of the
41Cr4 steel, obtained by means of both techniques: extensometer and DIC are compared.
They indicated that the DIC technique can be a good tool for determination of mechanical
properties. The equivalent strain full-field distributions on specimens tensioned with and
without imperfections up to material fracture are presented. The influence of U and V
notches on variations of tensile curves is shown.

Keywords: geometrical imperfection, notch, extensometer, DIC, non-contact technique

1. Introduction

Determination of behaviour of materials under various loading types can be reached by the use
of different measurement techniques. The extensometer method is the most popular approach
applied in static and fatigue tests for measuring strain state components versus time. Neverthe-
less, this technique registeres strain variations in one direction indicated at the beginning of the
experiment with respect to the load direction. These results are important for typical engineering
calculations focused on the assessment of material behaviour in a one-axis coordinate system. For
material examination under more complex types of loading, these data are insufficient because
many materials exhibit anisotropy of mechanical properties. Moreover, observation of damage
zones and strain fields is not possible and, nowadays, these material features can be followed
using a modern, non-contact optical method, such as Digital Image Correlation (DIC).

The DIC method recommended for 3D measurements is a stereoscopic technique employing
two CCD cameras, light sources and advanced software (GOM source). This method involves
applying a special pattern represented by black dots on a grey background (Chu et al., 1985;
Lord, 2009). A mathematical description of the DIC is available in the literature (Chu et al., 1985,
for example). Markers are chosen by a DIC device for obtaining x, y and z coordinates, and are
followed by the DIC system up to specimen fracture. The DIC can employ a pattern of rectangles
or squares whose origins are directly selected for calculations of displacement/strain. Results are
presented as full-field maps expressing distribution of strain from the test beginning up to the
specimen fracture (Lord, 2009; Kamaya and Kawakubo, 2011). The maps can be compared
with the FEA results (Toussaint et al., 2008; Gower and Shaw, 2010; Kamaya and Kawakubo,
2011) to validate material models or constitutive equations. The Digital Image Correlation is
recommended for static and fatigue tests conducted under various types of loading. In the case
of static experiments, a DIC device can be used more flexibly than in experiments on cyclic
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loading. This is due to the limited number of stages offered by the DIC software to be recorded.
Therefore, a concept to follow strain variations due to cyclic loading should be formulated before
testing with the use software targets or commands in C++.

Results from various research groups show that the DIC is employed for examination of
material behaviour under typical tensile and compression tests (Forster et al., 2010), fracture
toughness examinations (Durif et al., 2012) and experiments focused on determination of the
effects of geometrical imperfection such as notches (Kamaya and Kawakubo, 2011) and holes.
Data on monotonic tension are usually represented by full-field maps expressing strain distribu-
tion and its values up to the moment of fracture appearance. The results from fracture toughness
experiments present the strain distribution close to the fatigue crack and stress intensity factors.

1.1. Specimens with notches

Notches are defined as geometrical imperfections of structural components. Their geometry
is represented by the angle between their edges, radius and depth. Many results express values
of the stress concentration factor (SCF) obtained by analytical or numerical calculations. This
enables the assessment of influence of the stress concentration factor on stress values appeared
in the notch tip, in a one-dimensional coordinates system. The second widely used method for
determination of SCF influence comes as a result of the development of Finite Element Analysis
(FEA). In this case, advanced engineering software is used to solve problems caused by different
kinds of geometrical discontinuities. In the case of this method, many advantages can be stated,
i.e. application of various 2D or 3D elements and analysis of macro- and micro-scales. Its main
drawbacks are material definitions in the elastic-plastic state, as FEA requires definition of
material hardening or softening reached not only in one axial stress state, but also in a complex
one. Despite the use of modern biaxial testing machines, material examination under various
combination of stress components is not easy and is still being developed.

Notches are classified by many branches of industry as geometric discontinuities that can
influence material behaviour and reduce lifetime of components. They appear in drive shafts,
engines, car bodies, turbines and others elements as well as constructions having complicated
shapes. One effect of notches, strongly related to their radius, angle, fillet at the tip and other
dimensions, is that the size of these features can influence the concentration of stress/strain
state components, time to fracture and failure type of the material.

Worth to distinguish round and flat specimens with macro- (Fig. 1) and micro-notches (Ma-
runo et al., 2004; Whaley, 1964). The size of geometric discontinuities is unique for each type of
specimen and depends on details of the experimental procedure. In the case of round specimens,
notches are machined around the major axis of the specimen (Figs. 1 and 2) but for flat speci-
mens, geometric discontinuities are located on one (Whaley, 1964) or both sides of the specimen
(Fig. 2).

Fig. 1. Notched round specimens for fatigue testing: (a) Fatemi et al. (2004),
(b) Pluvingae and Gjonaj (2001)
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Fig. 2. Double-notched flat specimens used for examination of material behaviour under cyclic loading
(Fatemi et al., 2004)

1.2. Material behaviour due to notches and holes

Great efforts of many research groups (Wahl et al., 1930; Mazdumar and Lawrence, 1981;
Lanning et al., 1999; Milke et al., 2000; Fatemi et al., 2002, 2004; da Silva et al., 2012) are made to
describe phenomenology of the influence of notches on material behaviour under various loading
types up to fracture. As previously mentioned, notched specimens represent individual projects
of research groups.

Experimental results from tests concentrated on determination of the influence of not-
ches on material fatigue show the significant effect of geometric discontinues on lifetime (Figs.
3-6). The differences between material lifetime due to various stress levels can be equal to 80%
(Fig. 3). Moreover, contrary to the results from tests on smooth specimens, the data for notched
specimens indicate some difficulties in the machining of the notches. Boroński (2007) assumed
that the fatigue life determined at the notch bottom was the same as the life for a smooth
specimen when strains waveforms for the both specimens type were the same.

Fig. 3. The influence of notch radius on the proportion of cycle numbers to initiation of the first
crack Nc and fracture Nf at various stress amplitudes for the specimens: 1 – un-notched, 2 – notched
with radius 1.5mm, 3 – notched with radius 6.35mm; material: 24S-T4 aluminium alloy (Bennett and

Weinberg, 1954)

The results presented in Fig. 4 illustrate variations of the fatigue notch factor for values of
the stress ratio R within a range of 0.5-1.0 due to the radius of the notch machined in cylindrical
and flat specimens. In the case of flat specimens, an increase of this parameter is clearly visible.
For the cylindrical specimen, the value of the fatigue notch factor achieved a constant level.

Experimental procedures are also designed to capture Wöhler curve variations at stress
controlled tests, applying notches with different values of stress concentration factors (Fig. 5).
These investigations are usually carried out using round or flat specimens. As can be seen in the
paper by Fatemi et al. (2002, 2004), a great decrease of the cycle number to failure was achieved
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Fig. 4. Fatigue notch factor versus notch root radius for cylindrical and flat specimens with notches for
a stress ratio within a range from 0.5 to 1; material used: Ti-6Al-4V (Lanning et al., 1999)

Fig. 5. Wöhler curve determined on circumferentially notched round bars for stress concentration
factors equal to: 1 – 1.0, 2 – 1.787, 3 – 2.833; material: 1141 medium carbon steel micro-alloyed with

Vanadium (Fatemi et al., 2002, 2004)

Fig. 6. Wöhler curve of 40Cr steel obtained for smooth and notched specimen with modes crack
initiation: 1, 3 – surface, 2 – subsurface (Qian et al., 2010)

when the SCF increased three times. Distribution of experimental points from tests performed
on flat specimens with the notch having a stress concentration factor equal to 1.787, expressed
low agreement with a semi-logarithmic approximated function. The reason for this disagreement
is usually related to the specimen machining process and their mounting in testing machines.

Other experiments were conducted to determine the zone of initiation of cracks during fatigue
(Fig. 6). In that case, the stress signal was used to control the testing machine. Both smooth and
notched specimen geometries were applied (Chen, 2004). The application of smooth specimens
in tests performed at various stress levels allowed following the initiation and propagation of
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cracks from the surface to the subsurface. In the case of notched specimens, the cracks appeared
on the surface only.
Analytical and numerical calculations are concentrated on determination of stress gradients

in the tip of the notch (Siebel and Stieler, 1955; Peterson, 1959; DuQuensay et al., 1986; Filip-
pini, 2000; Milke et al., 2000). Their magnitude are calculated using an equation representing
dimensions of notches (Siebel and Stieler, 1955; Peterson, 1959; Pilkey, 1997), Neuber’s theory
(Neuber, 1958, 1961; Filippini, 2000; Topper et al., 1967), and proportion of stress and nominal
stress in the notch (Peterson, 1959; DuQuensay et al., 1986).
In FEM analysis, the influence of notches is calculated for specimens with narrow geometrical

discontinuities like V or U shapes (Pluvingae and Gjonaj, 2001; Andersson, 2013; da Silva et
al., 2012). The maximum stress in the tip of a notch (da Silva et al., 2012; Andersson, 2013)
and the stress concentration factor are parts of the results (da Silva et al., 2012) as well as an
estimation of fatigue strength (Andersson, 2013).

2. Details of the experiment

The experimental procedure elaborated for application of the DIC system contained three stages
as follows:

a) determination of the stress-strain curve, Young’s modulus, yield point and ultimate tensile
strength;

b) investigation of the full-field strain distribution close to U and V notches;

c) examination of the influence of dimensions of U or V notches and their interactions with
material behaviour.

All tests were carried out at room temperature using servohydraulic 8802 Instron and electro-
-dynamic Electropuls E10000 Instron testing machines. The Aramis 4M Digital Image Corre-
lation system was employed to follow distribution of the strain state. Before testing, the DIC
device was calibrated. In the testing stages focused on determination of mechanical properties
and material behaviour with the assistance of geometrical imperfections and various tensile ra-
tes, an extensometer and the 4M Aramis were used simultaneously. The assessment of the DIC
system used for the determination of mechanical properties was made on the basis of a com-
parison of data obtained by the extensometer and by virtual tensometers defined in the DIC
software.
Application of the Digital Image Correlation technique required the following stages:

a) adjustment of the distance between two cameras, its angle indicated in guidelines of tech-
nical data;

b) positioning the 4M Aramis with respect to the centre of the measurement zone;

c) selection of a calibration plate, which should be chosen on the basis of dimensions of the
region for which the displacement is considered to be determined;

d) performing the calibration procedure by applying the plate which takes various orientations
in the 3D coordinate system, and recording its positions;

e) mounting the specimen, having an artificial measuring zone represented by black dots
stochastically arranged on the grey layer, in grips of the testing machine;

f) capturing the first photo and establishing it as the reference one for displacement deter-
mination and strain calculations.

Technical data (GOM folders) for calibration of the DIC system are delivered by the producer
of this device type and contain the following features: measuring volume (height, length, width),
minimum length camera support, distance ring (it enables one to change camera lens), measuring
distance (from the central section of the DIC device to the centre of the measuring zone), slider
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distance (determined by two technical points on the cameras), camera angle (it determines
the centre of the measuring zone), calibration object (a plate with special regular markers
having determined coordinates, which should be identified by the cameras during the calibration
process).

In the case of the experiments, the 4M Aramis was used with the following technical para-
meters:

• initial measuring zone determined on the basis of the specimen tested
25mm×10mm×3mm;
• calibration plate 25mm×18mm;
• slider distance 37.5mm;
• camera lens 75mm + slider distance;
• camera angle 25◦;
• sampling rate 2 photos/s.

3. Results

Comparison of tensile curves obtained by the use of the flat specimen and the extensometer as
well as the DIC system is presented in Fig. 7. The axial stress is calculated as a proportion
of the axial force to the cross-section of the measurement zone. Values of the axial strain are
calculated for the same base, close to 25mm.

Fig. 7. Comparison of tensile characteristics determined by the use of the extensometer and Aramis 4M;
material: high strength steel

A digital image correlation device and the extensometer technique have been simultaneously
employed in the monotonic test. For DIC calculations, two virtual tensometers were selected to
define the gauge length for determination of the axial strain. A comparison of the results from
the extensometer and the DIC technique expressed high agreement in the stress-strain curves
from the beginning of testing up to the ultimate tensile strength occurrence. Differences in the
last section of those relationships are related to appearance of the neck, which is close to the
extensometer edge.

Mechanical properties calculated on the basis of the data obtained by means of both applied
techniques are listed in Fig. 7. Differences between tensile characteristics (Figs. 7 and 8) are very
small, indicating the DIC system to be recommend not only for capturing strain maps (Fig. 9),
but also for determination of typical mechanical parameters.
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Fig. 8. Linear relationship of tensile curves illustrated in Fig. 7

Fig. 9. Distribution of axial strain in a flat specimen under monotonic tension at various stages of the
testing: (a) specimen mounted in the testing machine before the experiment, (b) at the

strain-determined proportional limit, (c) at the strain-determined yield point, (d) before fracture

The main advantage of the DIC system is presented in Fig. 9, which shows variations of the
axial strain distribution at various stages of tension. On the basis of these results, the damage
zone can be followed up to the specimen fracture (Figs. 9b-d). It is also worth noticing that the
distribution of the major strain (black vectors) at the beginning of tensile testing enables the
assessment of quality mounting of a specimen in the testing machine (Fig. 9a).
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Another application of the DIC method is illustrated in Fig. 10. These figures show the
equivalent strain distributions for the specimen with a U -shaped notch at various material
states. The 4M Aramis system employs the equation as follows

εeq =

√
2

3

(
ε21 true + ε

2
2 true + ε

2
3 true

)
(3.1)

where εi represents the major true strains, i = 1, 2, 3. The major strains are expressed by the
following equation εi true = ln(1+ ε), for which ε = (∆l)/l0 is the engineering strain, where l0 is
gauge length, ∆l – elongation. Equation (3.1) presents the stress state in the strain coordinate
system. It can be reached on the basis of theory of plasticity (Westergaard, 1952; Olszak, 1965;
Chen, 2004).

It should be emphasized that equation (3.1) can be used when the straining is proportional.
i.e. expressed by constant ratios of dε1 true/dε2 true/dε3 true.

Both initial images present the specimen at the beginning of the test, i.e. the referential
stage with zero loading and in the elastic state (Figs. 10a,b). The elastic-plastic state, shown in
Fig. 10c, expresses the equivalent strain distribution and indicates the deformation zone located
close to the centres of U -notches as initiators of maximum strain.

Fig. 10. The equivalent strain distribution in the U -notched specimen; material: aluminium
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These arc-shaped deformation regions appear where the growing damage occurs. It is strongly
evidenced in the following stages of specimen tension, presenting the material behaviour before
fracture (Figs. 10d,e). As it can be noticed in Figs. 10c-e, the strain distribution is expressed
by the zone in form of an arc at the test beginning up to the specimen fracture. It shows that
besides the strain concentration, which can be captured in the DIC experiments, the shape of
strain should be taken into account as data for further analysis of the effects related to the
U -shaped notch.

The making use of the DIC system has also been examined in the test on determination
of the influence of dimensions of geometrical imperfections in U -shaped (Figs. 11 and 12) and
V -shaped specimens (Figs. 15 and 16) on the material fracture. The depth of the notches was
the same and equal to 1.3mm. The radii of the U -notches were of 0.75mm, 1.5mm and 2.5mm.
The angles between the edges of the V -notches were 30◦, 60◦ and 90◦, respectively.

Fig. 11. The equivalent strain distribution in the U -shaped multi-notched specimen at various stages of
monotonic tension: (a), (b), (c) elastic-plastic state, (d) elastic-plastic state before fracture;

material: the 41Cr4 steel
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Fig. 12. Three stages of the U -notched specimen during monotonic tension: (a) before loading,
(b) crack appearing, (c) crack growing

Effects resulting from the dimensions of the U and V notches have been determined based on
variations of the equivalent strain isolines (Figs. 11 and 15). In the case of the U multi-notched
specimen, the interaction between the notches became more significant with an increase of theirs
radius (Fig. 11b). The results achieved for further tension also expressed that effect (Fig. 11c). It
disappeared when the damage zone became greater (Fig. 11d), and it vanished with growing of
the cracks. The cracks can also be followed on the basis of typical photos from the DIC of CCD
camera (Fig. 12). This is very important for the final stage of testing, because crack growing
causes a fracturing measurement pattern and, therefore, the digital correlation is not possible
to be done (Figs. 11d and 12b,c).
Assessment of the effects of notches has been followed by using analytical equations for the

stress concentration factor and the maximum stress (Pilkey, 1997). Their form for the multi-
-notched U specimens is noted in Eqs. (3.2), where KtU is the stress concentration factor, r is
the notch radius, d is the distance between the centre of opposite notches, D is specimen width,
and L is the distance between the notches

KtU = C1 + C2
2r

L
+ C3

(2r
L

)2
+ C4

(2r
L

)3

C1 = 3.1055 − 3.4287
2r

D
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(2r
D

)2
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2r
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)2
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(2r
D

)3

C3 = −1.6753 − 14.0851
2r

D
+ 43.6575

(2r
D

)2

C4 = 1.7207 + 5.7974
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(3.2)

Variations of the stress concentration factor versus notch radius express a linear reduction of
its value with the radius increase, Fig. 14a. The same course is noticed for the maximum stress,
as can be seen in Fig. 14b. This magnitude has been reached applying the following formula

σmax = KtUσnom (3.3)

where σnom = F/A0 is the nominal stress, A0 – area of the specimen cross section for the
measurement zone.
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Fig. 13. U multi-notched specimen with the dimensions (Pilkey, 1997)

Fig. 14. Results for the multi-notched U specimen: (a) and (b) stress concentration factor and
maximum stress as a function of notch radius, respectively, (c) tensile curve variations calculated by

employing the cross section of the specimen

Looking at these results, it is easy to indicate the notches which are the dominant geometrical
imperfections for the crack appearance, i.e. having a radius of 0.75mm. This fact has not been
confirmed by the DIC results in the final stages of tension (Figs. 11c,d), where the main crack
occurred in the middle notch, for which the calculated maximum stress was lower (close to
300MPa) than for the smallest radius considered.

The effects resulting from the presence of V -notches can also be captured by means of the
DIC (Fig. 15). For this type of geometrical imperfections, the full-field equivalent strain distri-
butions close to the tip of the notches and the entire measurement section can be observed
(Fig. 15b). Besides different values of the V -notch angle, the indication of the main concen-
trator for the maximum strain is difficult. The 30◦ and 60◦ notches appear to have a very
similar influence on the strain distribution at the beginning of the test. Further tension leads
to an increase of the strain level in both notches diagonal arrangement which appear to be
geometrical imperfections for the main damage zones (Figs. 15c, 16b). In these sections, the
equivalent strain increases, causing a fracture in the middle notch and then in the diagonal one
(Figs. 15d, 16c).

For this type of geometrical imperfections, the stress concentration factor and the maximum
stress have been calculated by the use of the following formulas (Pilkey, 1997)

KtV = C1 + C2
√
KtU + C3KtU

C1 = −10.01 + 0.1534α − 0.000647α2

C2 = 13.60 − 0.2140α + 0.000973α2

C3 = −3.781 + 0.07873α − 0.000392α2

(3.4)

whereKtV , KtU are the stress concentration factors for the V and U notches, respectively; Ci are
coefficients, and α is the angle between the edges of the notches. The maximum stress is found
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Fig. 15. The equivalent strain distribution in the multi-notched V specimen at various stages of
monotonic tension: (a), (b) elastic-plastic state, (c), (d) elastic-plastic state before fracture;

material: the 41Cr4 steel

applying the following relationship σmax = KtV σnom. The results express small lowering of the
stress concentration factor and the maximum stress with the decreasing notch angle, Fig. 17.
These data strongly correspond with the final stage of tension of the multi-notched V specimen
(Figs. 15c,d). Small differences between the values of the stress concentration factor and the
maximum stress at various notch angles show that all of the examined V notches are also the
places where the damage zones can occur.

The influence of the V -notch on material straining during tension is illustrated in Fig. 17c
presenting a comparison of tensile curves determined by the use of smooth and V multi-notched
specimens. It is easy to notice that the presence of this type geometrical imperfection caused a
50% reduction of elongation and 30% lowering of the yield point.
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Fig. 16. Three stages of the multi-notched V specimen during monotonic tension: (a) before loading,
(b) crack initiation, (c) crack growth

Fig. 17. Results for the multi-notched V specimen: (a) and (b) stress concentration factor and the
maximum stress as a function of notch radius for the V -notched specimen, (c) tensile curve variations

with respect to dimension of the cross section of the specimen; respectively

4. Summary

The Digital Image Correlation method can be employed for tests on specimens with or witho-
ut geometrical imperfections. This technique allows capturing damage zones up to specimen
fracture.

The DIC method follows the interaction of strain fields resulting from the presence of notches.
Isolines created in a multi-notched specimen occur at the initial stage of tension and disappear
at the moment of damage zones focusing and crack appearing.

Independently of the type of geometrical imperfections considered, a significant reduction of
the proportional limit and yield point has been observed.

A typical DIC device is able to reach strain distribution close to the notch in the elastic-
-plastic state. In the case of the elastic state, the micro-DIC method using a microscope device
is more recommended.

The Digital Image Correlation technique can be successfully used for determination of the
Young’s modulus, yield point, ultimate tensile strength and elongation.
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The results of experimental and numerical analysis of the influence of the non-axisymmetric
pulse shaper position on recorded wave signals in the split Hopkinson pressure bar experi-
ment are presented. The paper focuses attention on the problem of wave signal disturbances
caused by a bending wave resulting from non-axisymmetric pulse shaper positions and,
moreover, different shaper thickness, striker impact velocities and Wheatstone bridge confi-
gurations. The obtained results of analyses indicate that the effect of the non-axisymmetric
pulse shaper position may be neglected if deviation from the bar axis does not exceed 20%.
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1. Introduction

The most popular experimental arrangement for investigating dynamic behaviour of materials
at high strain rates within the range 102 to 5 · 104 s−1 is the split Hopkinson pressure bar
(SHPB), also known as Kolsky bar. The original setup of SHPB in compression was constructed
by Herbert Kolsky, who developed in 1949 also the theoretical basis of the method (Kolsky,
1949). In general, the SHPB technique has been widely used to determine dynamic properties
of a variety of engineering materials such as metals and their alloys, ceramics, polymers and
elastomers, composites, shape memory alloys, foams, and even biological tissues (Chen and
Song, 2011).
The SHPB setup usually consists of the striker bar and two long bars called the input and

output bars with the same diameter and material (typically high strength material like maraging
steel). The material sample is placed between the bars, and it is loaded by a stress impulse
generated by the striker impact applied to the front surface of the input bar. This generates
a trapezoidal stress impulse (incident wave) which travels through the impacted bar. When the
elastic wave reaches the specimen, due to mismatch of mechanical impedances between the bar
and the specimen material, a part of the incident wave is reflected back (reflected wave) and the
rest of the incident wave is transmitted through the specimen. It compresses the specimen with
high rates, and rest of the wave travels to the output bar as a transmitted wave. The incident
and reflected signals are recorded by strain gages which are glued on the input bar, whereas the
transmitted signals are sensed by strain gages located on the output bar.
In split Hopkinson pressure bar (SHPB) experiments, besides specimen geometry, the profile

of the incident pulse is the only controllable parameter to subject the specimen to the desired
testing conditions. The shape of the incident stress wave is usually controlled through pulse
techniques (Chen and Song, 2011). There are different techniques of incident pulse shaping,
such as modification of the striker geometry (Bekker et al., 2015; Cloete et al., 2009), using
a preloading bar (Ellwod et al., 1982; Foley et al., 2010) or by using a pulse shaper method (Chen
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and Luo 2004; Lu and Li, 2010; Chen and Song, 2011), where a small disc made of a ductile
material is glued with grease on the impact end of the input bar (Fig. 1). This technique
is mainly used for facilitating stress equilibrium and constant strain rate deformation in the
specimen (Vecchio and Jiang, 2007). Moreover, the dispersion of incident and reflected waves
propagated in SHPB bars can be physically minimized through a pulse shaper, which plays role
of a mechanical filter to damp undesired high-frequency signal components in the incident pulse
(Chen and Song, 2011).

Fig. 1. View of a pulse shaper placed on the impact face of the input bar

Nowadays, the pulse shaper technique is a well-known and commonly used method. The
experimental studies have been carried out using pulse shapers not only for metal specimens
but also for materials such as rubber (Song and Chen, 2005), plexiglass (Naik and Yernamma,
2008), fabric (Hsiao and Daniel, 1998) and ceramic (Chen and Luo, 2004).
One of the first works devoted to this technique were published by Franz and Follansbee

(1984) and Follansbee (1985). They investigated the influence of pulse shaper thicknesses ran-
ging from 0.1 to 2.0mm on shaping the incident pulse, minimization of dispersion effects and
dynamic stress equilibrium in the sample. More recently, the pulse shaper technique was widely
considered by Chen et al. (2003). They used a layered pulse shaper consisting of two disks made
of copper/mild steel to investigate small-strain behaviour of mild steel, i.e., through a material
dynamic test in the initial stage of both elastic and plastic deformation. The above-mentioned
authors proposed also an original use of the pulse shaper technique to determine dynamic stress-
strain loops for engineering materials (Song and Chen, 2004). They used an arrangement of two
pulse shapers placed in front of and behind the flange for precise control of loading and unlo-
ading a portion of the incident pulse. Thanks to this, it was possible to obtain a similar rise and
fall loading time of the stress wave.
Great contribution to the development of the pulse shaping technique was brought by a team

headed by Vecchio. For example, Vecchio and Jiang (2007) proposed making use of a pulse shaper
made of a high strength, high-work-hardening rate material to obtain a half sinusoidal incident
pulse.
The issue of the pulse shaper in the SHPB was based on analytical and numerical considera-

tions. The analytical model of the influence of a deformable pulse shaper made of OFHC copper
on the incident pulse was developed by Nemat-Nasser et al. (1991). The analytical model was
also developed by Frew et al. (2002, 2005) for homogeneous and layered pulse shapers made of
different materials. In turn, Ramirez and Rubio-Gonzalez (2006) used the finite element method
to study the effect of incident pulse rise time and the selection of materials and geometric pa-
rameters of the pulse shaper on wave dispersion. In their research, they used shapers made of
copper, 7039 aluminum and 4340 steel. Application of the copper pulse shaper allowed allevia-
ting the wave dispersion. In turn, the influence of diameter and thickness of a pulse shaper made
of C10200 copper as a function of the striker velocity was investigated by Naghdabadi et al.
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(2012) using numerical analysis and experimental research. On the basis of the research results,
they formulated general guidelines to properly design a pulse shaper.

A proper choice of the pulse shaper geometry and material is particularly important in the
case of brittle materials for which the value of failure strain is less than 1%. In this case, special
attention should be paid to minimization of the wave dispersion, quick receiving of dynamic
stress equilibrium and nearly constant strain rates over most of the test duration. Therefore, the
technique of shaping the incident pulse needs to guarantee the possibility of receiving a stress
wave of a suitable shape. Ellwood et al. (1982), Li and Xua (2009), and Shemirani et al. (2016)
demonstrated that a half sinusoidal incident pulse is suitable for testing brittle materials.

Despite the development of the analytical model and many numerical models concerning the
influence of the pulse shaper geometry on the incident pulse, the problem of selection of a pulse
shaper for testing different materials is usually solved via try and error approach.

The basic requirement for the desired application of a pulse shaper is to place the pulse
shaper on the front face of the input bar axisymmetrically. However, in routine experimental
practice, no special attention is paid to the pulse shaper positioning and, it is usually carried out
more or less carefully. It may be supposed that the non-axisymmetrical fixing of the pulse shaper
will cause additional disturbances of measured signals arising from formation and propagation
of bending waves in the bars. These disturbances will occur especially when the measurement
system is based on a Wheatstone bridge arrangement as a quarter- or half-bridge circuit. The
half-bridge is commonly used in the SHPB experimental technique, in which bars with small
diameter (3-6mm) are used. In these cases, problems with gluing strain gauges required to
obtain a full Wheatstone bridge occur. It can be also supposed that the disturbances caused
by the non-axisymmetrical position of the pulse shaper will be significant for bars with low
stiffness (e.g. plexiglas). It appears that the errors resulting from these conditions will be mainly
expressed in the incorrect determination of the strain value in the sample. Therefore, in this
paper, experimental investigation and numerical analysis are undertaken to estimate the effect of
the pulse shapers non-axisymmetric position on stress waves in SHPB and the material dynamic
response.

The influence of different pulse shaper positions and different shaper thickness for a quarter-
and a half-Wheatstone bridge configuration and three impact velocities of 10, 12.5 and 15m/s
are subjected to considerations.

The paper is organized as follows: Section 2 is dedicated to the methodology of numerical
and experimental investigations. Numerical and experimental results are collected in Section 3,
where the influence of different pulse shapers positions and different thickness of the shapers are
analyzed. Moreover, the influence of striker velocity on the pulse propagation and the sample
dynamic response depending on the non-axisymmetric pulse shaper position is also considered.
A summary and conclusions are presented in the final Section.

2. Methodology of experimental and numerical investigations

2.1. Experimental setup

Numerical analysis of the main problem of the present paper has been verified experimentally
with the use of a split Hopkinson pressure bar stand presented in Fig. 2. It mainly consists of
a launching system (air pressure gun), striker bar, input bar, output bar (bar system), velocity
measuring device and a computer-controlled high-frequency data acquisition system.

The input bar and the output bar are 1200 mm long, while the striker length is 250mm.
Both the bars and the striker have a common diameter of 12.05mm and are made of mara-
ging steel of grade MS350 (nominal quasi-static yield strength R0.2 = 2300MPa, sound speed
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Fig. 2. Schematic diagram of the compression SHPB set-up (recording system not shown)

C0 = 4866m/s). Each bar is supported by four linear bearing stands which are mounted on an
optical bench allowing precise alignment of the bars system.
The wave signals in the input and output bars are captured using a pair of strain gauges

attached symmetrically to the opposite surfaces of the bars. The strain gauges are connected
to the opposite legs of the Wheatstone bridge, which is a typical half-bridge configuration. In
the other legs of the bridge, dummy resistors are mounted, the resistance of which matches the
strain gauges resistance (350 Ω). The foil strain gauges of 1.6mm gauge length are used. The
amplified signals of the strain gauges are recorded with a high cut-off frequency of 1MHz with
the use of a signal conditioning unit and a high-speed digital oscilloscope.

2.2. Numerical modelling

It results from the principle of SHPB operation that a phenomenon occurring at a high strain
rate is considered. In such cases, explicit time integration schemes are used in numerical analysis.
In most cases, due to accuracy of the scheme, a central difference time integration scheme is
used. A local truncation error of this method is of the order of ∆t2.
Such schemes are conditionally stable. The stability criteria are defined by the Courant-

-Friedrichs-Levy (CFL) principle (Courant et al., 1967):

∆t ¬ CCFL
∆x√

v2adv + c
2
group

(2.1)

where∆t is the time step,∆x – length interval, CCFL – Courant or CFL number, vadv – advection
velocity, cgroup – group velocity. In the case of typical analyses CCFL = 0.9. For analysis of
phenomena in which detonation of explosives is considered, the blast wave interaction with the
structure is equal to 0.67. Whereas, in the case of numerical modeling of the phenomena taking
place at very high strain rates, such as formation of an explosively formed projectile or shape
charge jet generation, the adopted coefficient is even smaller.
The authors used the Finite Element Method (FEM) with a central difference time inte-

gration scheme implemented in explicit LS-Dyna to carry out numerical simulations (Hallquist,
2006).
The finite element model of the SHPB contains all components of the arrangement (Fig. 3).

In addition to the main part of the set-up (bars, sample, striker), the model includes: pulse
shaper, slide bearings and barrel. All parts, except for the sample and the pulse shaper, are
described by eight-node solid elements with one point integration. Whereas, fully integrated
solid elements with formulation for elements with a poor aspect ratio and accurate formulation
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are used to describe the sample and the pulse shaper (Hallquist, 2006). In order to reduce the
number of finite elements and shorten computation time, symmetry of the model is utilized. In
simulation, the dimensions of all elements of the SHPB are the same as in the experiments.

Fig. 3. A schematic diagram of the SHPB set-up used in numerical analysis

Between the interacting surfaces, there is defined contact based on a contact-impact algo-
rithm the parameters of which have been established on the basis of the authors’ own previous
works (Panowicz, 2013). A segment-to-segment method (a mortar method) has been used to
describe contact between the surfaces. This approach is based on the projection of integration
points onto the master segment with penalty regularization of contact tractions (Fischer and
Wriggers, 2006; Konyukhov and Schweizerhof, 2013). For the mortar method, the contact con-
straints are fulfilled in a weak manner. It shows optimal convergence behaviour compared to
node-to-segment methods. Additionally, the Coulomb law is used to predict friction between
the interacting surfaces. The friction coefficient is equal to 0.1, which corresponds to greased
surfaces.

The bars, striker, barrel and slide bearings are given material properties of maraging steel:
Young’s modulus EB = 196GPa, Poisson’s ratio νB = 0.3, and density ρB = 7800 kg/m

3.

In this paper, the Johnson-Cook constitutive model (Rule and Jones, 1998) is used in the
following form

σflow = (A+Bε
n
p )(1 + C ln ε̇

∗)(1 − T ∗m) T ∗ =
T − Tr
Tm − Tr

(2.2)

where ε̇∗ = ε̇/ε̇0 is the normalized strain rate, T
∗ is the homologous temperature and other

symbols mean: T – specimen temperature, Tm – melting temperature of the specimen, Tr –
room temperature, ε̇ – strain rate, ε̇0 – referenced strain rate usually equal to 1 s

−1, εp – plastic
strain, and five material constants A, B, n, C, m are applied to the sample and the pulse
shaper. The first bracket in the Johnson-Cook constitutive equation describes strain hardening,
the second – strain rate hardening, and the third one – thermal softening.

The constitutive relation is complemented by the hydrodynamic equation of state in the
Gruneisen form (Steinberg, 1996; Hallquist, 2006)

p =





ρ0C
2
0µ
[
1 +

(
1− γ02

)
µ− a

2µ2

]

1− (S1 − 1)µ− S2µ
2

µ+1 −
S3µ3

(µ+1)2

+ (γ0 + aµ)E for µ ­ 0

ρ0C
2
0µ+ (γ0 + aµ)E for µ < 0

(2.3)

where µ = ρ/ρ0 − 1, ρ is density, ρ0 – initial density, C0 – bulk sound speed, γ0 – initial value
of Gruneisen gamma, a – coefficient of the volume dependence of gamma, S1, S2, S3 – Hugoniot
coefficients, E – energy per volume.
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The material constants determining the behaviour of the semi-hard copper pulse shaper and
the sample made of Ti-6Al-4V heve been taken from literature (Ozel and Sima, 2010; Grazka
and Janiszewski, 2012) and are shown in Tables 1 and 2.

Table 1. Material constants of copper and Ti-6Al-4V (Ozel and Sima, 2010; Grazka and Jani-
szewski, 2012)

Physical
Cu Ti-6Al-4V

J-C
Cu Ti-6Al-4V

parameters constants

ρ [kg/m3 ] 8940 4430 A [MPa] 99.7 862.5
E [GPa] 100 114 B [MPa] 262.8 331.2
ν [–] 0.31 0.3 n [–] 0.23 0.34
Tm [K] 1338 1953 C [–] 0.029 0.012

cp [J/(kgK)] 385 546 m [–] 0.98 0.8

Table 2. EOS of copper and Ti-6Al-4V (Steinberg, 1996)

Cu Ti-6Al-4V Cu Ti-6Al-4V
C0 [m/s] 3940 5130 γ0 [–] 2.02 1.23
S1 [–] 1.489 1.028 a [–] 0.47 0.17
S2 [–] 0.0 0 S3 [–] 0.0 0

In the numerical analysis, the influence of the non-axisymmetric position of the pulse sha-
per as a function of its location, thickness and velocity of the striker is examined. The non-
-axisymmetric position of the pulse shaper is defined by the parameter δ which expresses the
percentage offset of the shaper center relative to the longitudinal axis of the input bar

δ =
h

R− r · 100% (2.4)

where R is the bar radius, r – shaper radius equal to 1.5mm, h – distance between the shaper
center and the symmetry axis of the bar.

Fig. 4. Front surface of the incident bar from the striker side; δ – direction of the pulse shaper position
change, α – angle between the gauge and the pulse shaper

Figure 4 shows schematically a change in the shaper position relative to the bar and strain
gauges (parameter δ). Considered are cases for the following values of the parameter δ: 0, 20,
40 and 60% for four shaper thicknesses d = 0.101, 0.201, 0.311, 0.441. The values of the shaper
thickness are taken based on the measurements of thickness of the metal sheets the shaper is
made of. Moreover, the above variants are examined in relation to different impact velocities V0
of the striker, which are 10, 12.5 and 15m/s.
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The validation process of the developed numerical model is based on a comparative analysis of
the profiles of experimental and numerical incident waves. The validations have been performed
for the experimental conditions shown in Table 3. The results of the experiments and their
corresponding simulations collected in Figs. 5 and 6 show very good agreement.

Table 3. The experimental data

Shaper Shaper Shaper
thickness location velocity
[mm] δ [%] [m/s]

0.101 0 15.25

0.101 100 15.03

0.201 0 11.76

0.201 100 12.62

0.311 0 14.16

0.311 100 15.06

0.441 0 11.24

0.441 100 14.6

Fig. 5. Comparison of the normalized incident wave profiles obtained from numerical (FEM) and
experimental (Exp.) analysis: (a) d = 0.101, δ = 0%, (b) d = 0.101, δ = 100%, (c) d = 0.201, δ = 0%,
(d) d = 0.201, δ = 100%, curves b and d are shifted upwards for better illustration of the results

Fig. 6. Comparison of the normalized incident wave profiles obtained from numerical (FEM) and
experimental (Exp.) analysis: (a) d = 0.311, δ = 0%, (b) d = 0.311, δ = 100%, (c) d = 0.441, δ = 0%,
(d) d = 0.441, δ = 100%, curves b and d are shifted upwards for better illustration of the results
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3. Results and discussion

The plain fact is that in the case of a half- or a full-Wheatstone bridge, a non-axisymmetric
placement of the pulse shaper is not clearly reflected in the shape of the wave profiles recorded by
strain gauges. In fact, it is a consequence of the compensation effect resulting from the position
of the strain gauges on the opposite side surfaces of the bar. However, in the case of application
of the Wheatstone bridge arrangement based on the quarter-bridge circuit (commonly used in
SHPB experiments), disturbances resulting from the non-axisymmetric position of the pulse
shaper become significant. Figure 7 presents summary profiles of the incident, reflected and
transmitted waves depending on the relative position of the pulse shaper and strain gauges.

Fig. 7. Disturbances of waves signals depending on the relative position of the pulse shaper and strain
gauges (parameter δ = 60%, α = 0◦, 90◦ and 180◦, pulse shaper thickness d = 0.211mm,

impact velocity V0 = 10m/s)

As expected, with the increasing parameter δ, the disturbance amplitudes of the incident
and reflected signals are also increasing. However, only a part of the incident signal is disturbed,
whereas the whole reflected signal profile is distorted by bending waves. In turn, when the
non-axisymmetric position of the pulse shaper is not in the direction of the strain gauge but
inclined at some angle α, the recorded disturbance amplitudes of wave signals decrease with the
increasing angle of deflection. The smallest oscillations of wave signals occurr when the deflection
angle is equal to 90◦ (green line).

On the basis of Fig. 7, it can also be seen that the transmitted signal is noise-free and does not
depend on the non-axisymmetric position of the pulse shaper. Such a situation takes place and
is preferable in the case of high-strain-rate material testing, when the material specimen is not
permanently connected to the contact surfaces of the bars, for example, in uniaxial compression.
However, when tensile or torsion tests are conducted, the transmitted signal will also be disturbed
by the bending waves.

For a typical half-bridge configuration (strain gauges are connected to the opposite bridge
legs), disturbances caused by the non-axisymmetric position of the pulse shaper have a different
character and their amplitude is significantly smaller. This is due to cancellation of the bending
effect (flexural mode of vibration) by averaging strain (Fig. 4). In Fig. 8, it can be observed
that the incident wave shapes differ to a small extent for different values of the parameter δ
(Figs. 8b and 8d), whereas for the pulse shaper with thickness of 0.441, the differences are larger
compared to the same profiles obtained for the shaper with thickness of 0.201. Furthermore,
characteristic/additional disturbances resembling concavity in the incident wave profiles for their
plateau parts are observed (Fig. 8d). The greater concavity, the higher value of the parameter δ.
A similar effect of the non-axisymmetric pulse shaper position is observed for reflected waves
(Fig. 9). However, the magnitudes of the observed disturbances of the reflected wave profile are
smaller.
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Fig. 8. The incident stress waves normalized to impact velocity: shaper thickness d = 0.201mm (a), (b)
and d = 0.441mm (c), (d), curves for V = 12.5m/s and V = 15m/s are shifted upwards for better

illustration of the results

Fig. 9. The normalized reflected stress waves normalized to impact velocity: shaper
thickness d = 0.201mm (a), (b) and d = 0.441mm (c), (d), curves for V = 12.5m/s and V = 15m/s are

shifted upwards for better illustration of the results

For small pulse shaper thickness, the influence of the non-axisymmetric position of the pulse
shaper is manifested in the incident waves, particularly, by larger initial amplitudes of the
Pochhammer and Chree disturbances (Fig. 10). This effect decreases with the increasing velocity
of the striker and an increase in the pulse shaper thickness. If a thicker pulse shaper is used,
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the disturbance occurs in the form of concavity in the other half of the signal plateau. It is
found that the concavity magnitude is less dependent on the striker velocity. Moreover, the non-
-axisymmetric position of the pulse shaper affects the rise time of the incident pulse especially
for lower striker velocity and the thicker pulse shaper. Similar relations are also observed for the
reflected signals.

Fig. 10. Incident stress waves for δ = 0% and 40% and different shaper thickness: (a), (b) V0 = 10m/s,
(c), (d) V0 = 12.5m/s, (e), (f) V0 = 15m/s, curves for d from 0.101 to 0.311mm are shifted upwards for

better illustration of the results

In order to fully assess the impact of the non-axisymmetric position of the pulse shaper,
the σ-ε curves for Ti-6Al-4V have been determined according to Kolsky’s theory using 3-wave
analysis

ε =
CB
LS

t∫

0

(εI − εR − εT ) dτ σ =
1

2

AB
AS

EB(εI + εR + εT ) (3.1)

where EB , CB – longitudinal elastic wave speed and Young’s modulus of the bar material, LS –
initial length of the specimen, AB , AS – cross-sectional areas of the bars and the specimen,
respectively; and of the bar material, εI , εR and εT – incident, reflected and transmitted strain,
respectively.
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Figures 11 and 12 show the influence of the non-axisymmetric position of the pulse shaper
expressed with the parameter δ and thickness d of the pulse shaper as a function of the striker ve-
locity on the σ-ε curve profile. These figures illustrate that the non-axisymmetric position of the
pulse shaper generates a deviation in flow stress and the final strain values from the perfect con-
dition (δ = 0) in the initial loading. In the case of a thin pulse shaper (d = 0.101 and 0.201mm),
the deviations are smaller than for shaper thickness of 0.311 and 0.441mm (Fig. 12). Visible

Fig. 11. The comparison of stress-strain curves for different parameters δ and pulse shaper thickness:
(a) d = 0.201mm, (b) d = 0.441mm, curves for d from 0.101 to 0.311mm are shifted for better

illustration of the results

Fig. 12. The comparison of stress-strain curves for parameters δ = 0 and 40%: (a) V0 = 10m/s,
(b) V0 = 12.5m/s, (c) V0 = 15m/s, curves for d from 0.101 to 0.311mm are shifted upwards for better

illustration of the results

deviations in Fig. 11b constitute a fragment of the plateau portion of the curve σ-ε (flow stresses
at the latter period) and a curve part showing the final strain values. It should be noted that
for the lowest velocity of the striker (V0 = 10m/s), the deviations are significantly higher than
for higher striker velocity (V0 = 12.5m/s and 15m/s), and it can be supposed that with the
increasing impact velocity, the deviation will decrease. Maximum deviations for δ = 60% in the
σ-ε curve plateau part are 57, 53, 21MPa for the striker velocity of 10, 12.5 and 15m/s, respec-
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tively, and the final strain values for σ = 800MPa level are 0.0092, 0.0086, 0.0066, respectively.
In the case of the parameter δ = 20%, such disturbances are very small and can be neglected.
It is also possible to neglect the impact of the aforementioned parameters on the flow stresses
in the elastic regime. No disturbances in this area can be explained by the fact that the flexural
wave velocity is relatively small compared to the longitudinal wave velocity and interferes only
with the waves at the later period, producing highly distorted data. In turn, the deviation in
the final strain is due to some portions of the impact energy being dissipated as flexural energy.

4. Conclusion

The influence of the non-axisymmetric pulse shaper position in the split Hopkinson pressure bar
technique has been investigated numerically. Our studies show that the distorted signal of the
SHPB is mainly due to the presence of flexural modes of vibration, like in the misalignment bars
effect (Kariem et al., 2012). The results of analysis of a wide range of numerical experiments
indicate that the effect of the non-axisymmetric pulse shaper position may be neglected if devia-
tion from the input bar axis does not exceed 20%, which corresponds to the position deviation
(distance between the shaper centre and symmetry bar axis) equal to approximately 15% of the
input bar radius.

It should be emphasised that the above discussion has shown only one configuration of the
bars supports position, i.e., the number of supports and the distance between them. In the case
of another configuration, especially in the case of a smaller number of the bars supports, the non-
-axisymmetric pulse shaper position will produce a different deviation of SHPB data. A similar
situation will take place when only one strain gauge configuration in the SHPB arrangement is
considered. In that case, the deviation amplitude of the measured signals will be larger and, in
consequence, bigger errors will appear in the SHPB data (stress-strain curve).
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In this study, static resonance that occurs in rotating nanobars is addressed. The analysis is
based on Eringen’s nonlocal elasticity theory and is performed in Lagrangian coordinates.
Explicit solutions are given for both clamped-free and clamped-clamped boundary condi-
tions. The present study shows that the static resonance phenomenon is largely a critical
case requiring attention for rotating nanobars with small lengths.

Keywords: rotating nanobar, static resonance, nonlocal elasticity, lagrangian coordinates

1. Introduction

The rotating bars have attracted considerable attention in mechanical and aerospace engineering
applications as machine elements such as turbines, propellers and helicopter blades. As is known,
when the angular velocity of the bar reaches a certain critical value, the static resonance occurs
and the longitudinal displacement becomes unbounded. This phenomenon has been first noticed
by Bhuta and Jones (1963) and it has been extended by Brunelle (1971) for the rotating disks. As
pointed out in (1963), the use of Eulerian coordinates does not even show this resonant character.
In those analyses (Bhuta and Jones, 1963; Brunelle, 1971) Lagrangian coordinates were used.
Shum and Entwistle (2006) reported that the linear uniaxial model is not representative for the
situation at larger strains due to higher angular velocity. The axial deformation of rotating rods
was investigated (Hodges and Bless, 1994) by using two simpler nonlinear strain energy models.
Nowadays, the recent developments in science and technology has enabled production of

various rotating structures in micro and nano scales. Some publications in this new field can
be found (Narendar, 2011, 2012; Narendar and Gopalakrishnan, 2011; Aranda et al., 2012;
Danesh and Asghari, 2014) in literature. However, no analytical or numerical study of the static
resonance in the nanobars has yet been done. The aim of this work is to investigate the scale
effect on the static resonance. In this analysis, the equation of motion is formulated in the
Lagrangian coordinates and Eringen’s nonlocal elasticity theory is adopted. In this study, the
static resonance phenomenon in rotating nanobars is addressed for two boundary conditions:
clamped-free (C-F) and clamped-clamped (C-C). It can be seen from the present analysis that
the results presented are strongly affected with the boundary conditions (C-F or C-C) and the
coordinates systems (Eulerian or Lagrangian).

2. Formulation of the problem and nonlocal elasticity solution

A uniform nanobar of length L rotating statically about the axis of rotation with angular velo-
city Ω is shown in Fig. 1.
The equation of motion in the Lagrangian coordinates is expressed (Bhuta and Jones, 1963)

as

∂σ

∂x
+ ρΩ2(u+ x) = 0 (2.1)



888 U. Güven

Fig. 1. Sketch of the rotating nanobar

where σ is the nonlocal longitudinal stress, ρ is density, x is the axial distance and u is the
longitudinal displacement.
Eringen’s nonlocal elasticity theory (Eringen, 2002) for one dimensional case can be expressed

in the following form

σ − (e0a)2
∂2σ

∂x2
= σlocal = E

∂u

∂x
(2.2)

where eoa is the small scale coefficient.
By using Eqs. (2.1) and (2.2), the nonlocal longitudinal stress is obtained as follows

σ = E
∂u

∂x
− (e0a)2ρΩ2

(
1 +

∂u

∂x

)
(2.3)

Substituting Eq. (2.3) into Eq. (2.1), the governing equation is given by

E
∂2u

∂x2
− (e0a)2ρΩ2

∂2u

∂x2
+ ρΩ2u = −ρΩ2x (2.4)

and the general solution to Eq. (2.4) becomes as

u = C1 sin kx+C2 cos kx− x (2.5)

where C1 and C2 are integration constants and k
2 = ρΩ2/[E − (e0a)2ρΩ2].

For the clamped-free boundary conditions, i.e. u(0) = 0 and u′(L) = 0, the longitudinal
displacement u is given by

u =
sin kx

k cos kL

[
1 +

(e0a)
2ρΩ2

E − (e0a)2ρΩ2
]
− x (2.6)

provided that Ω does not correspond to a root of

cos kL = 0 (2.7)

When Ω corresponds to a root of Eq. (2.7)

Ωn =

√√√√√√√

E
ρ

[
(2n− 1) π2L

]2

1 + (e0a)2
[
(2n − 1) π2L

]2 (2.8)

static resonances occur. The practical value of the critical angular velocity is obtained for n = 1.
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On the other hand, in the Eulerian coordinates, i.e. neglecting the longitudinal displacement
term u in Eq. (2.1), and by repeating the previous similar operations, the final form of the
longitudinal displacement is obtained as

u =
ρΩ2

2E

{
[L2 + 2(e0a)

2]x− x2

3

}
(2.9)

Thus, Eq. (2.9) shows clearly that the static resonance phenomenon would not be noticed (i.e.,
the longitudinal displacement can not become unbounded for a certain value of the angular
velocity), for clamped-free boundary conditions when the Eulerian coordinates are used.
Secondly, for the clamped-clamped boundary conditions, i.e. u(0) = 0 and u(L) = 0, the

longitudinal displacement u is given by

u =
L sin kx

sin kL
− x (2.10)

provided that Ω does not correspond to a root of

sin kL = 0 (2.11)

When Ω corresponds to a root of Eq. (2.11)

Ωn =

√√√√√√√

E
ρ

(
nπ
L

)2

1 +
(
e0a2

nπ
L

)2 (2.12)

static resonances occurs. The critical angular velocity of practical interest is obtained for n = 1.
If the Eulerian coordinates are used in the same analysis, longitudinal displacement expres-

sion (2.10) takes the following form

u =
ρΩ2

6E
(L2 − x2)x (2.13)

Thus, Eq. (2.13) shows clearly that the static resonance phenomenon of motion can not be seen
for the clamped-clamped boundary conditions if the Eulerian coordinates are used and, further-
more, the longitudinal displacement is independent of the effect of the small scale coefficient.

3. Numerical example

In this Section, for a numerical example as in (Narendar and Gopalakrishnan, 2011), a(5, 5)
SWCNT is considered. The diameter is d = 0.675 nm, length L = 10d, the elasticity modulus
E = 5.5TPa and density 2300 kg/m3. In the numerical illustration the following defined ratio is
used:

Critical angular velocities ratio = Critical angular velocity calculated from the nonlo-
cal elasticity theory/Critical angular velocity calculated from the classical elasticity
theory

Figure 2 shows the critical angular velocities ratio with the dimensionless scale coefficient e0a/L,
for the clamped-free and the clamped-clamped boundary conditions. From Fig. 2 it is found that
as the scale coefficient e0a increases, the critical angular velocity decreases. The classical elasticity
solution overestimates the critical angular velocities compared to the nonlocal elasticity solution.
In addition, for the clamped-free boundary condition, the critical angular velocities are found
to be higher compared to those for the clamped-clamped boundary condition. For the range of
small scale parameters in Fig. 2, a detailed previous reference work (Narendar et al., 2011) has
been taken into consideration.



890 U. Güven

Fig. 2. Critical angular velocities ratio with dimensionless nonlocal scale coefficients

4. Conclusions

In this work, the static resonance phenomenon is investigated for rotating nanobars under
clamped-free and clamped-clamped boundary conditions. Here, the classical linear uniaxial mo-
del is extended by adopting Eringen’s nonlocal elasticity theory, and the equation of motion is
formulated in the Lagrangian coordinates. If the critical angular velocities obtained from the
nonlocal elasticity calculations are very small, as compared to those from the local elasticity
calculations, this linear uniaxial model can be reliably used, as indicated by Hodges and Bless
(1994) in detail. Hence, it should be noted that the linear uniaxial model used here will give
more reliable results with an increase in the scale coefficient for nanobars with sufficiently small
lengths under the clamped-clamped boundary conditions. The present analysis based on the
nonlocal elasticity theory shows that the static resonance can be a primary critical case for the
rotating nanobars having very small lengths, in contrast to the classical elasticity theory.
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The paper presents an attempt of application of the acoustic birefringence coefficient for
early stage degradation assessment of Inconel 718 nickel superalloy after short-term creep.
It is shown that it can serve as a good damage sensitive parameter and, moreover, it can be
well correlated with hardness variation.
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1. Introduction

Inconel 718 is extensively used in aerospace applications, particularly in aircraft engines (Pollock
and Tin, 2006). This is because of the combination of high strength, toughness, resistance to
degradation in oxidizing and corrosive environments as well its excellent weldability (Pollock and
Tin, 2006). Due to large stress levels and high temperatures taking place during operation of jet
engine parts, special materials guarantying adequate creep resistance are required. Such proper-
ties exhibits Inconel 718 (Reed and Tao, 2009). Typical conventional non-destructive techniques
(based on measurement of ultrasonic wave velocities for example) are sensitive to material dama-
ge mainly in the advanced stage of material life. Previous attempts of application of the acoustic
birefringence coefficient to damage evaluation provided some encouraging results well reflecting
material degradation, sometimes even better than the replica technique and destructive tests.
The acoustic birefringence is based on the velocity difference between two shear waves po-

larized in mutually perpendicular directions (Szelążek et al., 2009). Measurements are usually
carried out using the same ultrasonic probes, rotated by 90◦. The ultrasonic beam goes through
the same thickness of the material and reflects from the same area of the opposite surface (Mac-
kiewicz, 2005). In this way, errors coming from structure and heterogeneity of the material can
be eliminated (Mackiewicz, 2005).

2. Materials and methods

The material used in all tests has been wrought Inconel 718 nickel superalloy. Chemical analysis
was carried out on SpectroMAXx AMETEK. Solution annealing at 968◦C was applied following
cooling in the air. Subsequently, precipitation hardening at 718◦C for 8 hours plus furnace cooling
(56◦C for 1 hour) to 621◦C, held at 621◦C for 8 hours, followed by air cooling was performed. The
microstructure of the non-deformed material after heat treatment was investigated. Scanning-
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-transmission electron microscope STEM Titan 80-300 was used. In order to control the result
of heat treatment, the standard tensile test at room temperature was carried out. Also, Vickers
hardness tests were performed. In the next step of experimental programme, short-term creep
tests under stress of 70MPa at temperature 850◦C were executed on specimens of 40mm gauge
length and 5mm×7mm cross-section dimensions. Each creep test was interrupted in the range
of selected time periods in order to achieve specimens with the increasing level of pre-strain:
0.5%, 1%, 2.5%, 5%. After each interrupted creep test, ultrasonic inspection was performed to
find values of the acoustic birefringence B.

It was calculated according to the following relationship

B = 2
tT l − tTp
tT l + tTp

(2.1)

where: tT l – time of propagation of the shear wave polarized in the longitudinal direction of the
specimen, tTp – time of propagation of the shear wave polarized in the perpendicular direction
of the specimen.

Ultrasonic measurements were performed in five spots on each specimen along their gauge
length and in two reference spots on the gripping parts, aside from the creep stresses. In that
way, the maximum value of the acoustic birefringence increase along the gauge length ∆Bmax
could be determined. The measurements were taken by means of a 5MHz shear wave piezoelectric
transducer coupled to the specimen surface by a viscous epoxy couplant (Makowska et al., 2017).
The distribution of ultrasonic measurement points on the specimen is schematically presented
in Fig. 1.

Fig. 1. Spots of ultrasonic measurements

Afterwards, the specimens were subjected to hardness measurements HV0.1. Having had
all experimental data, a relationship between the creep strain and the acoustic birefringence
coefficient was elaborated. It was shown that HV hardness also exhibited a functional relationship
with the variation of the acoustic birefringence coefficient.

3. Results and discussion

The chemical composition of the material tested is shown in Table 1.

Table 1. Chemical composition of Inconel 718 alloy [wt%]

C Si Mn Cr Ni Mo Nb Ti Al Fe

0.082 0.12 0.25 18.24 52.7 3.09 4.68 1.10 0.55 18.59

The representative microstructure of heat-treated Inconel 718 is shown in Fig. 1a,b. Figure 1a
shows the structure of the material in a single grain. The area in the square is enlarged and
presented in Fig. 1b. According to the diffraction pattern (Fig. 1c,d), the microstructure of
Inconel 718 contains a dispersion of γ′ and γ′′ precipitates in γ matrix, see Fig. 1b. Similar results
of microstructural investigations were presented in (Xiao et al., 2004) and (Azadian, 2004). HV
hardness of the material reaches 450HV10 after heat treatment, whereas the parameters coming
from a static tensile test at the room temperature are as follows: yield point σ0.2 = 1114MPa,
ultimate tensile strength σm = 1376MPa, elongation A ≈ 25%.
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Fig. 2. Microstructure of heat-treated Inconel 718

The results of mechanical tests are shown in Figs. 3 and 4. The creep curve of the alloy is
illustrated in Fig. 3a, whereas the mutual relationship between hardness and predeformation of
Inconel 718 due to creep in Fig. 3b. The acoustic birefringence coefficient ∆Bmax representing
the maximum increase of the acoustic birefringence on the gauge length due to creep (measured
in relation to the gripping section) is shown in Fig. 4a. The values of the parameter are presented
as a function of the creep strain. According to the results (Fig. 4a), the ∆Bmax increases with
growth of deformation due to creep. The mutual relationship between the hardness and ultrasonic
parameter ∆Bmax can be well described by an exponential function, see Fig. 4b.

Fig. 3. (a) Creep curve of Inconel 718. (b) Relationship between the hardness and creep strain

Fig. 4. (a) Variation of the acoustic birefringence coefficient ∆Bmax versus creep strain. (b) Variation of
the HV hardness versus the acoustic birefringence coefficient ∆Bmax; the numbers 0%-5% denote the

level of creep strain
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4. Conclusion

The acoustic birefringence coefficient might be useful in assessment of the state of degradation
Inconel 718 nickel superalloy in the relatively wide range of material exploitation. The correlation
discovered between selected parameters derived from non-destructive and destructive tests may
serve as the starting point enabling evaluation of mechanical properties of the materials using
only nondestructive investigations.
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