
POLISH SOCIETY OF THEORETICAL AND APPLIED MECHANICS

JOURNAL OF THEORETICAL

AND APPLIED MECHANICS

No. 3 • Vol 53

Quarterly

WARSAW, JULY 2015



JOURNAL OF THEORETICAL AND APPLIED MECHANICS
(until 1997 Mechanika Teoretyczna i Stosowana, ISSN 0079-3701)

Beginning with Vol 45, No. 1, 2007, Journal of Theoretical and Applied Mechanics (JTAM) has been
selected for coverage in Thomson Reuters products and custom information services. Now it is indexed
and abstracted in the following:

• Science Citation Index Expanded (also known as SciSearch RO)
• Journal Citation Reports/Science Edition

Advisory Board

MICHAŁ KLEIBER (Poland) – Chairman
Jorge A.C. Ambrosió (Portugal) ✶ Angel Baltov (Bulgaria) ✶ Romesh C. Batra (USA) ✶
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In this study, fully developed laminar flow and heat transfer in an internally longitudinally
finned tube are investigated through application of the meshless method. The flow is assumed
to be both hydrodynamically and thermally developed, with a uniform outside-the-wall
temperature. The governing equations have been solved numerically by means of the method
of fundamental solutions in combination with the method of particular solutions to obtain
the velocity and temperature distributions. The advantage of the proposed approach is that
it does not require mesh generation on the considered domain or its boundary, but uses only
a cloud of arbitrarily located nodes. The results, comprising the friction factor as well as
the Nusselt number, are presented for varied length values and fin numbers, as well as the
thermal conductivity ratio between the tube and the flowing fluid. The results show that
the heat transfer improves significantly if more fins are used.

Keywords: laminar flow, finned tube, heat transfer enhancement, method of fundamental
solutions

1. Introduction

At present, many thermal engineering researchers are investigating new heat transfer enhan-
cement methods between surfaces and the surrounding fluids. Heat transfer enhancement is of
particular importance to the intensification of cooling of injection molds working in a cycle of
dynamic temperature changes and equipped with cooling inserts. The aforesaid injections are
the most important facet of the plastic injection molding process and affect the shape, aesthe-
tics, technical properties and utility of compacts (Benitez-Rangel et al., 2010). One of the major
problems encountered during the injection process is to ensure the most efficient and uniform
heat transfer from the cooled material so as to avoid generation of excessive stress causing de-
formation of the molds. It should be emphasized that the cooling process can make up to 70% of
the time cycle, and is one of the most important stages of the injection process. So far, the most
common method of heat removal through application of cooling channels relies on conventional
drilling. In order to improve the cooling efficiency, we propose the use of a finned cooling channel
whose main task is to increase the active surface area of the heat exchange between the injection
mold and the cooling fluid.
A comprehensive report on recent advances in heat transfer enhancements was presented

by Siddique et al. (2010), while the classification of heat transfer enhancement techniques was
documented by Bergles (1998). The mechanisms of enhancing heat transfer that require external
power, dubbed active methods, comprise, for example, application of stirring in the fluid vessels
or surface vibration, as presented by Nesis et al. (1994). The passive enhancement methods are
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those that do not require external power to sustain enhancement characteristics and rely on the
use of: treated surfaces, rough surfaces, extended surfaces, displaced enhancement devices, swirl
flow devices, coiled tubes, surface tension devices, additives for fluids and many others.

Most of the heat transfer augmentation methods presented in the literature employ fins.
Laminar flow heat transfer in internally finned tubes is of particular importance in many en-
gineering industries relying on the heating or cooling of viscous liquids or oils, and specifically
including heating of the circulating fluid in solar collectors and heat transfer in heat exchan-
gers. Internally finned tubes are commonly used in engineering applications as efficient means
to improve convective heat transfer while maintaining a small size and low weight. To provide
additional heat transfer surfaces, various types of internal fins are utilized. However, when an
array of fins is used to enhance heat transfer, the presence of fins may increase the pressure
drop in the tube and reduce the mass flow rate. For this reason, the prime engineering focus is
to optimize the geometry of fins that will maximize the heat transfer rate under space and cost
constraints.

Extensive work has been carried out by different researchers, e.g., Rout et al. (2012), to
analyze a laminar heat exchanger with fins of various shapes and sizes. Experimental investiga-
tions show that the heat transfer characteristics and flow friction are greatly influenced by the
fin spacing, size, and shape. Soliman and Feingold (1977) obtained an analytical solution for a
fully developed laminar flow, encompassing an extensive range of fin parameters (varying height,
width and number). The resulting equation of velocity distribution was rendered in the form
of infinite series involving arbitrary constants evaluated by equating the velocity and its radial
derivative at the boundary. In contrast, Soliman et al. (1980) presented numerical analysis of the
momentum and energy equations using a finite difference approach. Along with dimensionless
velocity, the authors determined the temperature field and defined the Nusselt number. Further-
more, the fully developed laminar flow and convective heat transfer in an internally finned tube
heat exchanger were investigated numerically through application of an explicit finite-difference
scheme by Tien et al. (2012). The authors conducted additional experiments in a closed-loop
device to verify the numerical results. So far, the laminar flow heat transfer problem has mostly
been resolved through utilization of the Finite Difference Method (FDM) providing the solution
in a discrete form; both, the differential equation and the boundary conditions are fulfilled only
in an approximate manner. The meshless Method of Fundamental Solutions (MFS) is free of the
disadvantages of the above mentioned method. In MFS, the approximated solution is convenien-
tly rendered as a continuous function with continuous derivatives. In this method, the governing
equation is fulfilled exactly and the approximation lies in the fulfillment of the boundary condi-
tions. For the homogenous differential problem of the maximum principle, the maximum error
is achieved on the boundary and can be controlled by the appropriate value of the method pa-
rameters. The foundations of this dynamically developed meshless procedure were given in the
1960s by Kupradze and Aleksidze (1964). However, the modern, computerized version of the
method was proposed a decade later by Mathon and Johnston (1977). The research conducted
since then, and presented by Chen et al. (2008), allowed expanding its scope and successful
application in solving the inhomogeneous differential equations, nonlinear problems, transient
problems, or inverse problems. In recent years, it has become increasingly popular due to its
simplicity of implementation. In such cases, the solution is approximated by linear combinations
of fundamental solutions with singularities placed on a fictitious boundary lying outside the con-
sidered domain. MFS was successfully applied to resolve the potential flow problems by Johnston
and Fairweather (1984), the Helmholtz problems by Tsai et al. (2009), the biharmonic equation
by Karageorghis and Fairweather (1987), the elliptic boundary value problems by Karageorghis
and Fairweather (1998), the Poisson equation by Golberg (1995), the Stokes flow problems by
Alves and Silvestre (2004), and the elasticity problems by Tsai (2007). A comprehensive review
of MFS was presented by Golberg and Chen (1999).
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This study considers two-dimensional heat conduction through fins with a fixed volume.
Both, the velocity and temperature field values are determined by means of MFS and the Method
of Particular Solutions (MPS). For the velocity field, the analytical solution could be obtained
with a defined and acceptable accuracy. In contrast, the temperature field problem is tackled
iteratively, using the Radial Basis Function (RBF) and monomials to determine the particular
solution, and MFS to work out the homogenous solutions of each iterative step. It is assumed
that both, the fins and the fluid flow, are subjected to constant wall temperature conditions.
The parameters of thickness, length, and number of fins as well as the thermal conductivity
ratio of the fin to the working fluid are varied to obtain the friction factor as well as the Nusselt
number values in the internally finned tube.

2. Analytical formulation

Figure 1 shows the cross section of the internally finned tube considered in this paper. A variable
number of straight fins are evenly distributed around the circumference of the tube. Due to
geometric symmetry of the flow domain, as shown in Fig. 1, the solution to the governing
equations is sought only for a half of the region between the center lines of two consecutive
fins Ω∗f ; i.e. between θ = 0 and θ = γ.

Fig. 1. Geometry of (a) the cross section of the tube and (b) a circular repeated part of the tube

2.1. Determination of velocity

This analysis is applicable to a steady, laminar, and fully developed flow with a uniform
outside-the-wall temperature. Moreover, it is assumed that the fluid is Newtonian and has uni-
form properties, and the viscous dissipation within the fluid is neglected. On these assumptions,
the momentum equation is reduced to

∇2w∗ = 1
µ

dp

dz
in (x∗, y∗) ∈ Ω∗f (2.1)

where w∗ is the velocity along the tube; µ – dynamic viscosity; dp/dz – gradient of pres-
sure in the direction z. Using dimensionless variables, r = r∗/r∗0, x = x∗/r∗0 , y = y∗/r∗0,
w = w∗/[−(1/µ)(dp/dz)r∗0 ], where r∗0 is the inner radius of the tube, equation (2.1) can be
written in a dimensionless form as

∇2w = −1 in (x, y) ∈ Ωf (2.2)

The boundary condition assumes the following form

w = 0 on (x, y) ∈ (BC ∪CD ∪DE) (2.3)
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and

∂w

∂n
= 0 on (x, y) ∈ (AB ∪ EA) (2.4)

and the dimensionless bulk velocity is obtained from the equation

wb =
1
Af

∫

Af

w dAf (2.5)

where Af = A∗f/r
∗
0
2 is the dimensionless flow area of the tube; A∗f = π ∗ r∗02 −Mβ(r∗0

2 − r∗w2) –
the total flow area; M – number of fins in the tube; β – half of the angle subtended by one fin;
rw = r∗w/r

∗
0 – dimensionless radial coordinate at the tip of the fin, L = L∗/r∗0 – dimensionless

fin height, L∗ – fin height.
The friction factor and the Reynolds number are defined as

f =
π2ρr∗0

5

ṁ2

(
−dp
dz

)
Re =

2ṁ
πr∗0µ

(2.6)

where ṁ = ρA∗fw
∗
b is the mass flow rate of the fluid; ρ – density of the fluid.

The product fRe can be expressed in the dimensionless form

fRe =
π

Af

2
wb

(2.7)

2.2. Determination of temperature

For a fully developed temperature profile, the dimensionless temperature (Tw−T )/(Tw−Tb),
where T is the fluid temperature, Tb is the bulk mean temperature, and Tw is the tube-wall
temperature, does not depend on z, that is

∂

∂z

( Tw − T
Tw − Tb

)
= 0 (2.8)

After some mathematical manipulations, (2.8) gives

∂T

∂z
=
dTw
dz
− Tw − T
Tw − Tb

dTw
dz
+
Tw − T
Tw − Tb

dTb
dz

(2.9)

Considering the constant-wall-temperature boundary condition, dTw/dz = 0, equation (2.9) can
be reduced to

∂T

∂z
=
Tw − T
Tw − Tb

dTb
dz

(2.10)

If the flow is thermally developed and there is no axial conduction, the energy equation for the
fluid flow takes the following form

kf∇2T = ρCpw∗
∂T

∂z
in (x∗, y∗) ∈ Ω∗f (2.11)

where kf is the thermal conductivity of the fluid; Cp – specific heat at constant pressure.
Introducing the dimensionless temperature of the fluid, Θ(x, y) = (T − Tw)/[qw(z)r∗0/kf ],

where qw = Q/(2πr∗0) is the average heat flux at outer tube wall; Q – total heat transfer rate at
the solid-fluid interface, and employing (2.7) and (2.10) into equation (2.11), yields

∇2Θ = ṁCp
2πqwr∗0

fRew
Θ

Θb

dTb
dz

(2.12)



Application of the method of fundamental solutions to... 509

For the energy balance of a small element ∆z in the axial direction of the tube, one obtains

qw(2πr∗0)∆z = ṁCp
(
Tb
∣∣∣
z+∆z

− Tb
∣∣∣
z

)
(2.13)

As ∆z approaches zero, (2.13) can be simplified to

dTb
dz
=
qw2πr∗0
ṁCp

(2.14)

Substituting (2.14) into (2.12) gives

∇2Θ = fRew Θ

Θb
in (x, y) ∈ Ωf (2.15)

and for the solid fin, the dimensionless energy equation becomes

∇2Θs = 0 in (x, y) ∈ Ωs (2.16)

The dimensionless boundary conditions for the fluid and the fin are

∂Θ

∂n
= 0 in (x, y) ∈ (AB ∪ EA)

∂Θ

∂n
= k

∂Θs
∂n

∧ Θ = Θs ∈ (x, y) ∈ (CD ∪DE)
(2.17)

and

∂Θs
∂n
= 0 in (x, y) ∈ EF

Θs = 0 in (x, y) ∈ FB
Θ = 0 in (x, y) ∈ BC

(2.18)

where k = βks/kf represents the ratio of thermal conductivity of the fin to the fluid, and ks is
the thermal conductivity of the fin.
The dimensionless bulk mean temperature Θb and the Nusselt number Nu for the flow are

derived as

Θb =

∫
Af

w(x, y)Θ(x, y) dAf
∫
Af

w(x, y) dAf
Nu =

2r∗0qw(z)
kf (Tw − Tb)

= − 2
Θb

(2.19)

3. Numerical solution procedure

To solve the boundary value problem for the velocity (2.2)-(2.4) and for the temperature (2.15)-
-(2.18), we propose to use the MFS.
The particular solution to (2.2) has the following form

wp = −1
4
(x2 + y2) (3.1)

and for the MFS, the homogenous solution can be represented as

wh =
N∑

n=1

cn ln r2n (3.2)
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where rn =
√
(x− x̃n)2 + (y − ỹn)2 and {(x̃n, ỹn)}Nn=1 are the coordinates of source points placed

outside the considered region on a fictitious contour at a distance s from the boundary (see
Fig. 2). The unknown coefficients {cn}Nn=1 are obtained through fulfilling boundary conditions
(2.3) and (2.4) in the collocation points {(xi, yi)}Mci=1

N∑

n=1

cn ln
(
(xi − x̃n)2 + (yi − ỹn)2

)
=
1
4
(x2i + y

2
i ) on (xi, yi) ∈ (BC ∪ CD ∪DE)

N∑

n=1

cn
∂

∂n
ln
(
(xi − x̃n)2 + (yi − ỹn)2

)
=
1
2
(nxxi + nyyi) on (xi, yi) ∈ (AB ∪ EA)

(3.3)

where n = [nx, ny] is the unit outward normal vector at the boundary.
If the number of collocation points Mc is equal to the number of unknown coefficients,

{cn}Nn=1Mc = N , the system of algebraic equations (3.3) can be solved by the Gaussian elimi-
nation method. Otherwise, if Mc > N , system (3.3) is overdetermined and is solved through
application of the least squares approach.
The dimensionless velocity profile can be expressed as

w =
N∑

n=1

cn ln r2n −
1
4
(x2 + y2) (3.4)

Similarly, the solution to (2.16) can be written as a linear combination of fundamental solutions
for the Laplace operator

Θs(x, y) =
Nd∑

n=1

dn ln rdn (3.5)

where rdn =
√
(x− x̃dn)2 + (y − ỹdn)2 and {(x̃dn, ỹdn)

}Nd
n=1
are source points located around the

fin area.
The homogenous solution to (2.15) can be written as

Θh(x, y) =
Nf∑

n=1

fn ln rfn (3.6)

where rfn =
√
(x− x̃fn)2 + (y − ỹfn)2 and {(x̃fn, ỹfn)

}Nf
n=1
are source points located around

the fluid area.
To obtain the particular solution to (2.15), we propose the use of RBF and monomials. The

solution can be expressed as

Θp(x, y) =
Mi∑

m=1

amψ(rm) +
K∑

j=1

bjqj(x, y) (3.7)

where rm =
√
(x− x̂m)2 + (y − ŷm)2 and {(x̂m, ŷm)}Mim=1 are interpolation points located in the

fluid area, ψ(rm) is the particular solution of the RBS ϕ(rm) for the Laplace operator, and
qj(x, y) is the particular solution of the monomials pj(x, y) for the Laplace operator

∇2ψ(rm) = ϕ(rm) m = 1, . . . ,Mi

∇2qj(x, y) = pj(x, y) j = 1, . . . ,K
(3.8)
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The coefficients {am}Mim=1 and {bj}Kj=1 are calculated by interpolation of the right hand side of
equation (2.15)

Mi∑

m=1

amϕ(rmi) +
K∑

j=1

bjpj(x̂i, ŷi) = fRew(x̂i, ŷi)
Θ(x̂i, ŷi)
Θb

i = 1, . . . ,Mi

M∑

m=1

ampj(x̂m, ŷm) = 0 j = 1, . . . ,K

(3.9)

The coefficients {dn}Ndn=1 and {fn}Nfn=1 are obtained through fulfilling the boundary conditions
(2.17) and (2.18) in the collocation points

Nf∑

n=1

fn
∂ ln rfni
∂n

= −
Mi∑

m=1

am
∂ψ(rmi)
∂n

−
K∑

j=1

bj
∂qj(xi, yi)

∂n

{(xi, yi)}M1+M5i=1 ∈ (AB ∪ EA)
Nf∑

n=1

fn ln rfni = −
Mi∑

m=1

amψ(rmi)−
K∑

j=1

bjqj(xi, yi) {(xi, yi)}M2i=1 ∈ BC

Nf∑

n=1

fn
∂ ln rfni
∂n

+
Nd∑

n=1

dn
∂ ln rdni
∂n

= −
Mi∑

m=1

am
∂ψ(rmi)
∂n

−
K∑

j=1

bj
∂qj(xi, yi)

∂n

{(xi, yi)}M3+M4i=1 ∈ (CD ∪DE)
Nf∑

n=1

fn ln rfni +
Nd∑

n=1

dn ln rdni = −
Mi∑

m=1

amψ(rmi)−
K∑

j=1

bjqj(xi, yi)

{(xi, yi)}M3+M4i=1 ∈ (CD ∪DE)
Nd∑

n=1

dn
∂ ln rdni
∂n

= 0 {(xi, yi)}M3i=1 ∈ EF

Nd∑

n=1

dn ln rdni = 0 {(xi, yi)}M4i=1 ∈ CF

(3.10)

The solution to (2.15) can be written as a sum

Θ(x, y) =
Nf∑

n=1

fn ln rfn +
Mi∑

m=1

amψ(rm) +
K∑

j=1

bjqj(x, y) (3.11)

Since the right hand side of governing equation (2.15) depends on the temperature Θ(x, y) as well
as the bulk temperature value Θb, we developed the following iterative procedure ascertaining
its successful solution. First, we assumed uniform temperature conditions throughout the area
Θ/Θb = 1. The results are substituted into the right hand side of equation (2.15), which is
then numerically solved for new values of Θ. Based on these, a new value Θb is calculated and
all results are again substituted into the right hand side of equation (2.15). The calculations
are repeated until the values of Θ converge to acceptable tolerance values and carried out in
accordance with the presented algorithm.

Step 0 Input of the data M , β, k, and rw
Step 1 Determination of the optimal parameter s characterized by the smallest error of the

boundary value of temperature
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Step 2 Determination of the velocity value (2.2)-(2.4) by MFS (3.1)-(3.4)

Step 3 Computation of the bulk velocity wb, (2.5), and the product fRe, (2.7)

Step 4 Assumption that Θ0/Θ0b = 1, i = 1

Step 5 Solution of interpolation problem (2.15) by RBF and monomials (3.9)

Step 6 Determination of temperature (2.15)-(2.18) by MFS (3.10) and (3.11)

Step 7 Calculation of the bulk mean temperature Θib, (2.19)1, and the Nusselt number, (2.19)2
Step 8 Convergence verification:

if δΘ = ‖Θi −Θi−1‖ ¬ tol STOP,
else, take i = i+ 1 and go to Step 5

4. Results and discussion

In numerical experiments, as in those employing RBF, we use the thin-plate spline function

ϕ(rm) = r2m ln rm (4.1)

for which the particular solution for the Laplace operator has the form

ψ(rm) =
r4m ln rm
16

− r4m
32

(4.2)

and six monomials presented in Table 1.

Table 1. Monomial functions and their particular solutions

j pj(x, y) qj(x, y)

1 1 (x2 + y2)/4

2 x x(x2 + y2)/8

3 y y(x2 + y2)/8

4 xy xy(x2 + y2)/12

5 x2
(
x4 + x2y2 − y46

)
/14

6 y2
(
y4 + x2y2 − x46

)
/14

An example of the distribution of collocation, the source and the interpolation points for the
fluid area Ωf and for the fin area Ωs is shown in Fig. 2.
We calculate the number of the collocation and source points by means of the following

formulas

M1 = 111 N1 =M1/3

M2 = 4α/γM1/M + 1 N2 = (N2 +N4)/3

M3 =M1(1− rw) + 1 N3 =M3/3

M4 = 4β/γM1/M + 1 N4 =M4/2

M5 =M1rw + 1

(4.3)

To interpolate the right side function in (2.15), 378 evenly located points in the considered
fluid area (x̂, ŷ) ∈ Ωf are used. The parameter s proved to have a substantial impact on the
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Fig. 2. Exemplary distribution of � Mc – collocation, × N – source, and • Mi – interpolation points
(a) in the fluid area and (b) in the solid fin area

accuracy of the presented method. Therefore, at the beginning of the calculation procedure,
the optimal value of s is determined, for which the maximum error of the boundary value of
temperature in the control points is the lowest.

In order to verify the accuracy of the proposed algorithm, as the first test example, we have
consitered a smooth tube without fins. The results of our calculations for different values of γ
are presented in Table 2 and are consistent with the literature, see e.g. Soliman et al. (1980).
This allowed us, even at this early stage, to confirm the effectiveness of the proposed algorithm.

Table 2. Numerical results of the smooth tube investigation for different γ values

M γ [◦] sOPT fRe Nu δΘ

4 45 0.2121 16 3.6787 5.35E-06
8 22.5 0.1913 16 3.6773 5.47E-06
12 15 0.1812 16 3.6735 5.44E-06
16 11.25 0.1756 16 3.6707 5.41E-06
20 9 0.1721 16 3.6688 5.42E-06
24 7.5 0.1697 16 3.6676 5.41E-06
28 6.429 0.1679 16 3.6667 5.39E-06
32 5.625 0.1666 16 3.6662 5.32E-06

Furthermore, comparison between this study and previous work of Soliman and Feingold
(1977) and Soliman et al. (1980) has been made to validate the postulated method. Figures
3a and 3b show the comparison of Nu values obtained in this work and those of Soliman et
al. (1980) for k = 1, 5, and 10 and for M = 4 and 8. The maximum discrepancies in Nusselt
numbers proved lower than 9% for M = 4 and 12% for M = 8. This is presumably due to
the hereby assumed two-dimensional heat transfer, which differs from the one-dimensional fin
conductance in the tube.

Further numerical results of fRe for β = 3◦, and for varying fin numbers and lengths, are
presented in Fig. 4. The value of fRe increases with the increase in M for all values of L. The
effect of M is much more appreciable for longer fins.

The Nusselt number, defined by (2.19)2, was used as a measure of the overall performance of
any heat transfer surface; in other words, Nu reflects the influence of the internal finning on the
overall heat transfer performance. The calculated values of Nu corresponding to the same value
of the half of the angle of one fin, β = 3◦, are listed in Table 3 for k = {1, 5, 10, 100} illustrating
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Fig. 3. Comparison of the results obtained in the present study with those presented by Soliman et al.
(1980) for the solution of fRe for (a) M = 4 and (b) M = 8

Fig. 4. The friction factor fRe for β = 3◦

different tube geometries. Obviously, the magnitude of heat transfer enhancement depends on
M , L, and k. It can be observed that for any tube geometry, the value of Nu increases as k
increases. For a given value of L and k, in most cases, the maximum value of Nu is obtained
for the tube with eight fins (M = 8). The results depicted in Table 3 also show that the effect
of k is more visible for longer fins (L  0.7) when there are 4, 8, or 16 of them. For the tube
with eight fins and 0.8 in length, for k = 1 Nu = 16.719 and for k = 100 the Nusselt number
was more than two times greater (Nu = 35.254). Comparing these results to those obtained for
the smooth tube, the Nusselt number increases almost five times while, at the same time, the
resistance increases more than 14 times.
A similar numerical experiment has been performed for constant values of the dimensionless

flow area of the tube, Af = 2.7 (Table 4). For such a geometry of the tube, which changes the
angle of the fins, β = (π−Af )/[ML(2−L)], the largest value of Nu is obtained for M = 16 and
L = 0.8.
However, in this case, we deal with a high resistance value, fRe = 671.92. Considering the

same example, for a fixed value of β = 3◦ (Table 3),we observe that the resistance is much
higher, fRe = 975.96 (since Af = 2.337 is smaller), and the value of the Nusselt number is
smaller (although β = 3◦ is larger). In the case of short fins (L ¬ 0.5), the largest reinforcement
of the heat transfer (Nu) is obtained for the tube with four fins (Table 4). This is advantageous, as
in tubes with fewer fins the resistance fRe is lower than in their multi-finned counterparts. From
the numerical experiments, it appears that in order to intensify heat transfer, it is preferable to
use tubes with slim fins, since, forM = 16 and L = 0.8, better results are obtained for β = 1.647
and Af = 2.7 (Table 4) than for β = 3 and Af = 2.337 (Table 3).
Figures 5 and 6 illustrate the effect of the angle β of the fins of length L = 0.8 on the

enhancement of heat conduction, Nu and resistance to flow fRe. The results show that fRe and
the width of the fins also play significant roles in enhancing the heat transfer.
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Table 3. Overall heat transfer results for β = 3◦ and Af = π −MβL(2− L)
M = 4 M = 8 M = 16 M = 24) M = 32

L k fRe Nu fRe Nu fRe Nu fRe Nu fRe Nu

0.2

1
19.87
Af =
3.066

3.729
24.39
Af =
2.991

3.734
31.88
Af =
2.840

3.642
35.74
Af =
2.689

3.587
37.48
Af =
2.538

3.575
5 3.793 3.843 3.739 3.662 3.662
10 3.803 3.852 3.751 3.695 3.672
100 3.812 3.864 3.773 3.701 3.672

0.4

1
31.47
Af =
3.008

4.172
55.50
Af =
2.874

4.100
93.89
Af =
2.605

3.647
110.85
Af =
2.337

3.480
117.90
Af =
2.069

3.487
5 4.596 4.617 3.933 3.696 3.650
10 4.685 4.681 3.981 3.737 3.684
100 4.745 4.758 4.018 3.771 3.693

0.5

1
42.04
Af =
2.985

4.737
89.79
Af =
2.827

4.737
179.13
Af =
2.513

3.801
223.23
Af =
2.199

3.435
242.01
Af =
1.885

3.392
5 5.615 5.663 4.255 3.748 3.637
10 5.796 5.809 4.319 3.820 3.678
100 5.983 5.960 4.394 3.884 3.719

0.6

1
56.12
Af =
2.966

5.816
141.01
Af =
2.790

6.433
354.37
Af =
2.438

4.429
503.75
Af =
2.086

3.649
575.44
Af =
1.734

3.397
5 7.754 8.354 5.158 4.047 3.741
10 8.245 8.715 5.281 4.121 3.784
100 8.776 9.088 5.400 4.190 3.826

0.7

1
71.60
Af =
2.951

7.541
198.43
Af =
2.760

11.219
655.25
Af =
2.379

7.005
1228.03
Af =
1.998

4.559
1663.91
Af =
1.617

3.567
5 11.603 17.660 8.654 5.352 4.025
10 12.859 18.983 8.942 5.497 4.092
100 14.363 20.276 9.243 5.593 4.149

0.8

1
83.13
Af =
2.941

8.845
233.49
Af =
2.739

16.719
975.96
Af =
2.337

20.063
2762.44
Af =
1.935

8.843
5628.56
Af =
1.533

5.000
5 13.380 29.398 28.323 11.347 5.858
10 14.614 32.372 29.694 11.682 5.975
100 15.960 35.254 31.272 11.977 6.067

Further, it can be observed that fRe varies linearly both for M = 4 and M = 8. However,
when it comes to Nu, for M = 4 we have found some regularity, and for M = 8 a significant
increase in Nu has been obtained for β = 1.8 (the result comparable to that obtained for β = 2.8)
and β = 2.0 (the result comparable to that obtained for β = 3.0). For both angles β we observed
enhancement of heat conduction while maintaining lower resistance fRe.

Fig. 5. The effects of the fin angle β on the Nusselt number Nu and the product of the friction factor
and the Reynolds number fRe for k = 10, L = 0.8, and M = 4
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Table 4. Overall heat transfer results for Af = 2.7 and β = (π −Af )/[ML(2 − L)]
M = 4 M = 8 M = 16 M = 24) M = 32

L k fRe Nu fRe Nu fRe Nu fRe Nu fRe Nu

0.2

1
26.33
β =
17.57

3.526
30.11
β =
8.785

3.611
34.12
β =
4.393

3.597
35.46
β =
2.928

3.578
36.45
β =
2.196

3.602
5 3.781 3.761 3.711 3.682 3.660
10 3.822 3.800 3.717 3.690 3.675
100 3.860 3.827 3.736 3.696 3.686

0.4

1
41.53
β =
9.883

3.992
63.82
β =
4.942

3.987
90.81
β =
2.471

3.710
101.76
β =
1.647

3.597
107.48
β =
1.235

3.571
5 4.634 4.484 4.014 3.795 3.736
10 4.767 4.562 4.055 3.825 3.775
100 4.892 4.634 4.098 3.876 3.791

0.5

1
54.83
β =
8.434

4.582
99.61
β =
4.217

4.539
163.91
β =
2.108

3.940
194.40
β =
1.406

3.683
208.19
β =
1.054

3.604
5 5.758 5.507 4.410 4.044 3.920
10 6.011 5.655 4.491 4.096 3.958
100 6.278 5.779 4.585 4.126 3.991

0.6

1
71.69
β =
7.530

5.720
155.77
β =
3.765

6.241
302.24
β =
1.883

4.823
393.19
β =
1.255

4.146
450.78
β =
0.941

3.856
5 8.128 8.243 5.664 4.712 4.260
10 8.742 8.551 5.775 4.784 4.328
100 9.473 8.838 5.964 4.857 4.367

0.7

1
89.15
β =
6.951

7.505
207.91
β =
3.475

11.068
505.72
β =
1.738

8.221
782.40
β =
1.158

6.069
1015.07
β =
0.869

5.241
5 12.255 17.470 10.333 7.254 5.992
10 13.775 18.660 10.842 7.435 6.039
100 15.625 19.885 11.043 7.497 6.039

0.8

1
100.42
β =
6.589

8.730
242.48
β =
3.294

16.685
671.92
β =
1.647

24.696
1248
β =
1.098

17.056
1821.94
β =
0.824

12.921
5 13.507 29.539 36.785 21.135 15.438
10 14.785 32.512 38.967 21.879 15.737
100 16.117 35.340 40.993 22.791 15.858

Fig. 6. The effects of the fin angle β on the Nusselt number Nu and the product of the friction factor
and the Reynolds number fRe for k = 10, L = 0.8 and for M = 8

5. Conclusions

In this paper, we have employed MFS with RBF to investigate a fully developed laminar
flow and convective heat transfer in an internally finned tube. The presented method is ve-
ry easy to implement, even in the case of highly challenging domains, because requires a clo-
ud of points only. The hereby presented numerical results, pertaining to diverse experimen-
tal data, show that MFS is an accurate and reliable numerical technique generating solutions
comparable with the literature. The proposed scheme is a competitive alternative to the existing
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methods of heat transfer investigation. The numerical analysis shows that the usage of finned
cooling channels can not only contribute to the improvement of cooling effectiveness, but also,
through proper fin placement, the enable manipulation of heat conduction in the mold. This
finding is very significant from the technological point of view, as it will allow decreasing the
stress strain of the mold, thereby improving its quality and mechanical properties.
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The meshless local Petrov-Galerkin (MLPG) method is extended to analyze the mixed co-
nvection and fluid flow in an inclined two-dimensional lid-driven cavity. The enclosure con-
sidered comprises two insulated vertical walls and a wavy bottom wall which is subjected
to a higher constant temperature than its top counterpart, the sliding lid. For the proposed
scheme, the stream function formulation with a weighting function of unity is employed. The
simulation results reveal that the local Nusselt number increases with a clockwise increase
in the inclination angle. Also, a decrease in the aspect ratio results in an increase in the hot
wavy wall average Nusselt number.

Keywords: meshless, Petrov-Galerkin, mixed convection, rectangular cavity, wavy wall

1. Introduction

In the past two decades, a number of mesh-free numerical methods were proposed for so-
lving partial differential equations. The principal objective of developing these methods was
to get around the difficulties associated with generating a mesh in conventional numerical
techniques such as the finite difference and the finite element methods. In the earlier mesh-
free techniques, an auxiliary grid had been required to evaluate the integrals resulting from
applying the Galerkin method to the differential equations. Hence, these methods could not
be considered totally meshless. Subsequently, two truly meshless techniques, the meshless lo-
cal boundary equation (MLBE) method and the meshless local Petrov-Galerkin (MLPG) me-
thod were proposed by Zhu et al. (2004), and Atluri and Zhu (1998), respectively. To ob-
tain the discretized equations in the latter scheme, instead of a mesh, an arbitrary point-
-distribution, without any pre-specified relationship among the points, is generated in the com-
putational domain. Subsequently, the shape functions from the moving least squares (MLS)
interpolations are employed in a local weak form of the differential equations over a local sub-
domain. The arbitrariness of the point-distribution as well as the possibility of adding or remo-
ving points to or from pre-existing point-distributions without any considerable computational
effort make the MLPG method quite appealing for domains with complex geometries such as
enclosures having wavy walls.
As far as application of the MLPG method on the fluid flow and heat transfer analysis,

a number of recent studies may be mentioned. Lin and Atluri (2001,2001) applied the newly-
-developed MLPG method to the solutions of the convection-diffusion and the Navier-Stokes
(N-S) equations. They modified the local weak forms to overcome the so-called Babuska-Brezzi
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conditions while solving the primitive variables form of the N-S equations. Moreover, they pre-
sented a different upwinding scheme in order to obtain stabilized solutions under high Peclet and
Reynolds (Re) numbers. Arefmanesh et al. (2005) applied a variation of the MLPG method with
unity as the test function to the convection-diffusion and the potential flow equations. Compari-
sons of their results with the analytical solution for the convection-diffusion equation in a square
domain demonstrated high accuracy of their proposed method. More recently, Arefmanesh et
al. (2008) used a variation of the MLPG method with the unit test function to solve a number
of non-isothermal fluid flow problems. They employed the stream function-vorticity formulation
to solve different test cases such as a non-isothermal lid-driven cavity flow with an inlet and
an outlet. In another study, Haji Mohammadi (2008) applied the MLPG method to simulate
the incompressible viscous fluid flow. He formulated his considered cases in terms of the stream
function-vorticity and employed the radial basis function interpolations in his approach.

Mixed convection flow and heat transfer in an enclosure involving a moving lid has drawn
extensive attention due to its broad applications in engineering, modern technology, and natural
situations. Among these applications, there is cooling of electronic devices, float glass produc-
tion, food processing, and fluid flow and heat transfer in solar ponds. Flow and heat transfer
from irregular surfaces are often encountered in many engineering applications to enhance heat
transfer such as micro-electronic devices, solar collectors, electrical machinery, etc. Moreover,
roughened and wavy surfaces could be used in the cooling of electrical and nuclear components
to enhance the heat transfer. On the other hand, the study of natural and mixed convection heat
transfer in inclined enclosures is relevant in geophysical situations, honeycomb solar collector
plates, heat exchangers and crystal growth processes from melts, etc. Determining the optimal
inclination angle is of paramount importance in such cases. As far as fundamental research is
concerned, tilting the enclosure allows one to study different instabilities and their correspon-
ding interactions through making a suitable choice of the values of the external parameters.
Many recent studies regarding the applications of the conventional numerical methods on mixed
convection are available in the literature. Chamkha (2002) conducted a numerical simulation
of unsteady and laminar mixed convection heat transfer in a square cavity in the presence of
internal heat generation or absorption and a magnetic field using the finite volume method.
Mixed convection heat transfer in a two-dimensional rectangular cavity consisting of isothermal
side walls moving vertically and a partially-heated bottom wall was studied numerically by Guo
and Sharif (2004) using the finite volume method. In another study in the same year, Oztop
and Dagtekin (2004) numerically simulated a steady state two-dimensional mixed convection
problem in a cavity having two differentially-heated and vertically driven side walls using the
finite volume method and the SIMPLE algorithm. The study showed that both the Richardson
number and the direction of the moving walls affect the fluid flow and heat transfer inside the
cavity. More recently, a finite element analysis of unsteady laminar mixed convection heat trans-
fer in a cavity with sinusoidally oscillating horizontal top-lid was carried out by Khanafer et
al. (2007). The laminar mixed convection heat transfer in two-dimensional shallow rectangular
driven cavities with an aspect ratio of 10 was studied numerically by Sharif (2007) using the
FLUENT version 6 commercial code. In another study, Al-Amiri et al. (2007) investigated the
mixed convection heat transfer and fluid flow in a lid-driven cavity being heated from a sinuso-
idal wavy bottom surface using the finite element method. Their results showed that the average
Nusselt number increased with an increase in both the amplitude of the wavy surface and the
Reynolds number. Very recently, Nasrin (2012) conducted a finite element simulation of the
mixed convection in an enclosure with a wavy bottom wall maintained at a higher temperature
than those of the lid and two insulated side walls. For Ra = 104, Re = 100, and Pr = 0.7, Nasrin
investigated the effects of the cavity aspect ratio, amplitude of the wavy wall and the number
of undulations on the heat transfer inside the enclosure. It was concluded that increasing the
wavy surface amplitude and cavity aspect ratio improved the heat transfer.
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In view of the above literature survey, there is not any type of meshless numerical treatment
in the literature which would be applied to the mixed convection heat transfer in an irregular
geometry enclosure with a wavy bottom wall within which the flow is induced by a shear force
resulting from motion of the cavity lid combined with a buoyancy force resulting from the
differentially-heated cavity walls. Moreover, a comprehensive study of the mixed convection in
such an enclosure for a wide range of the Grashof and Richardson numbers as well as different
inclination angles remains to be carried out. In the present study, therefore, the meshless local
Petrov-Galerkin method is extended to analyze the mixed convection heat transfer in a lid-
-driven cavity with a wavy bottom wall and the effects of the inclination angle, Grashof number,
Richardson number and the aspect ratio of the cavity on the fluid flow and heat transfer are
investigated.

2. Problem formulation

A mixed convection fluid flow and heat transfer within a lid-driven rectangular cavity with a
wavy bottom wall is simulated numerically using the MLPG method. As depicted in Fig. 1, the
height and the width of the cavity are denoted by H and L, respectively, and the aspect ratio of
the cavity is defined as A = H/L. The left and the right walls of the cavity are insulated while the
bottom wall of the enclosure, which is a wavy wall, is maintained at a constant temperature Th,
here referred to as “hot” temperature. The enclosure’s top wall, which moves in its own plane
from left to right with a constant speed ul, is kept at a constant temperature Tc, here referred to
as “cold” temperature, where Th > Tc. The cavity is filled with a fluid with Pr = 1. The thermo-
-physical properties of the fluid are considered to be constant with the exception of density in
the buoyancy term which, as will be noticed, varies according to the Bousinesq approximation
(Bejan, 2004).

Fig. 1. Lid-driven differentially heated cavity, domain, boundary conditions and a typical control volume

The steady-state fluid flow and heat transfer in the cavity are governed by the continuity,
momentum and energy equations. The natural convection term is incorporated in the momentum
equation by employing the Bousinesq approximation (Bejan, 2004). In this study, the two-
-dimensional fluid flow problem is formulated in terms of the stream function and vorticity.
To cast the governing equations into a dimensionless form, the following dimensionless va-

riables are introduced
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X =
x

H
Y =

y

H

U =
u

ul
V =

v

ul
θ =

T − Tc
Th − Tc

Ψ =
ψ

Hul
Ω =

ωH

ul

(2.1)

where u and v are the velocity components in the x and y-directions, respectively, ψ is the
stream function and ω is the vorticity. Substituting the above dimensionless variables into the
stream function, vorticity and energy equations results in the following dimensionless form of
the governing equations

∂2Ψ

∂X2
+
∂2Ψ

∂Y 2
= −Ω

U
∂Ω

∂X
+ V

∂Ω

∂Y
=
1
Re

(∂2Ω
∂X2
+
∂2Ω

∂Y 2

)
+Ri

(
cos γ

∂θ

∂X
− sin γ ∂θ

∂Y

)

U
∂θ

∂X
+ V

∂θ

∂Y
=
1
RePr

( ∂2θ
∂X2

+
∂2θ

∂Y 2

)
(2.2)

where γ is the inclination angle of the cavity (Fig. 1). The Reynolds number Re and the Ri-
chardson number Ri are defined as

Re =
ulH

ν
Ri =

Gr
Re2

(2.3)

where

Gr =
gβ(Th − Tc)H3

ν2
(2.4)

where ν is the kinematic viscosity of the fluid, Gr is the Grashof number, and β is the thermal
expansion coefficient. The rate of heat transfer in the enclosure is obtained from the Nusselt
number calculations. On the hot and the cold walls of the cavity, the local Nusselt number (Nu)
is obtained from the following relation

Nu = − ∂θ
∂n

(2.5)

The Grashof numbers used in this study are 104 and 105. Two configurations for tilting the
horizontal cavity, namely, clockwise and counter-clockwise about the origin, point O (Fig. 1),
are considered in this work. For each configuration, the inclination angle γ is taken as 0, 30◦,
60◦, and 90◦. Also, for γ = 0, the simulation is carried out for three aspect ratios of A = 0.5, 1,
and 2.

3. Numerical procedure

In the present study, the governing equations are solved numerically by the MLPG method.
To implement the method, an arbitrary collection of points is selected in the computational
domain (Fig. 1). Subsequently, a control volume is generated around each of the points. A
typical rectangular control volume ΩI generated around point I is shown in Fig. 1.
As the first step in developing the discretized equations for the control volume ΩI , the

weak forms of the governing equations are to be obtained. This is accomplished by multiplying
the stream function, vorticity and energy equations by the test function WI . Subsequently, the
resulting equations are integrated over ΩI . After performing the integration by parts, the weak
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forms of the stream function, vorticity and energy equations for the control volume ΩI are
expressed respectively

−
∫

ΩI

∇WI · ∇Ψ dΩ +
∫

ΓI−ΓI∩Γh

WI
∂Ψ

∂n
dΓ +

∫

ΓI∩Γh

WI
∂Ψ

∂n
dΓ = −

∫

ΩI

WIΩ dΩ

∫

ΩI

WI
(
U
∂Ω

∂X
+ V

∂Ω

∂Y

)
dΩ = − 1

Re

∫

ΩI

∇WI · ∇Ω dΩ +
1
Re

∫

ΓI−ΓI∩Γh

WI
∂Ω

∂n
dΓ

+
1
Re

∫

ΓI∩Γh

WI
∂Ω

∂n
dΓ +Ri

∫

ΩI

WI
( ∂θ
∂X
cos γ − ∂θ

∂Y
sin γ

)
dΩ

∫

ΩI )

WI
(
U
∂θ

∂X
+ V

∂θ

∂Y

)
dΩ = − 1

RePr

∫

ΩI

∇WI · ∇θ dΩ +
1
RePr

∫

ΓI−ΓI∩Γh

WI
∂θ

∂n
dΓ

+
1
RePr

∫

ΓI∩Γh

WI
∂θ

∂n
dΓ

(3.1)

where Γh is the portion of the domain boundary for which a natural boundary condition is enfor-
ced. Here, ΓI is the boundary of the control volume ΩI , and ΓI ∩ Γh represents the intersection
of ΓI with Γh.

Next, the integrals in Eqs. (3.1) are to be evaluated. The Gaussian quadrature is employed
for this purpose. To perform the numerical integrations, the control volume ΩI is divided into a
number of sub-partitions (Fig. 1). The proper number of the Gauss points for the surface and
the contour integrations in each sub-domain are selected. Subsequently, the field variables are
approximated at each of the Gauss points using the MLS interpolations. Considering Ωk as the
interpolation domain for a typical Gauss point k, and Sj,j = 1(1)nk, as a collection of nk nodal
points with coordinates xj ∈ Ωk (whose influence domains cover the considered Gauss point),
the unknown stream function, vorticity and temperature fields are approximated within Ωk,
respectively (Onate et al., 1996),

Ψ
(k)(x) =

nk∑

j=1

N
(k)
j (x)Ψ̂j Ω

(k)(x) =
nk∑

j=1

N
(k)
j (x)Ω̂j

θ
(k)
(x) =

nk∑

j=1

N
(k)
j (x)θ̂j

(3.2)

where Ψ̂j, Ω̂j , and θ̂j are fictitious nodal values for the stream function, vorticity, and tem-
perature, respectively. In Eqs. (3.2), N (k)j (x), j = 1(1)nk, are the MLS interpolation functions
(Onate et al., 1996).

Having obtained the weak formulations of the governing equations and the moving least-
-squares approximations of the field variables, the final step in the discretization process is to
present the fully-discretized equations for a typical control volume ΩI with the boundary ΓI .
For this purpose, the control volume ΩI is divided into a number of sub-domains. The proper
number of the Gauss points is selected in each of the sub-domains. Subsequently, the MLS
interpolations for the stream function, vorticity and temperature (Eqs. (3.2)) at a typical Gauss
point k are substituted into Eqs. (3.1). The resulting discretized equations are given as
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The weighting function WI is taken to be unity (WI = 1) in the present study.

Similar discretized equations are obtained for all the Gauss points within the control volu-
me ΩI and, in turn, for all the control volumes of the domain. Assembling these equations for
the control volumes and enforcing the essential boundary conditions by the direct interpolation
method yield a set of algebraic equations for the stream function, vorticity and temperature.
Solving this system of algebraic equations using a band solver and the Gaussian elimination
process yields the unknown values of the field variables at the points.

4. Benchmarking of the code

In order to validate the numerical procedure, the fluid flow and heat transfer inside a square
cavity is solved using the present method and the obtained results are compared with those of
Moallemi and Jang (1992) who used the FVM. The left and the right walls of the considered
cavity are insulated and the enclosure’s top and bottom walls are maintained at constant tem-
peratures Tc and Th, respectively, with Th > Tc. The top wall of the cavity moves in its own
plane from the left to the right with a constant speed Ul. The simulations are performed for
Pr = 1. Figure 2 shows the streamlines and the isotherms obtained by the MLPG simulation
for Ri = 1 (Gr = 106, Re = 1000), and Pr = 1. The results presented by Moallemi and Jang
(1992) using the FVM are also shown in this figure. As it can be seen from Fig. 2, very good
agreements exist between the streamlines and the isotherms obtained by the MLPG simulation
and those by Moallemi and Jang (1992). Comparisons between the local Nusselt numbers for
the cold and the hot walls of the cavity obtained by the proposed MLPG method for Pr = 1,
and the results of Moallemi and Jang (1992) are presented in Fig. 3. As it is observed from this
figure, excellent agreements exist between the local Nusselt numbers for the two methods.
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Fig. 2. Streamlines and isotherms, comparison between the MLPG method and the results of Moallemi
and Jang (1992) for Ri = 1, (Gr = 106, Re = 1000), Pr = 1; (a) streamlines, (b) isotherms

Fig. 3. Local Nusselt numbers, comparisons between the MLPG method and the results of Moallemi
and Jang (1992) for Ri = 1, (Gr = 106, Re = 1000), and Pr = 1

5. Results and discussions

Having validated the numerical scheme, the proposed code is employed to investigate the cha-
racteristics of the mixed convection heat transfer in rectangular cavities having wavy bot-
tom walls (Fig. 1). The geometry of the wavy surface analyzed in this study is described by
Y = 0.05(1− cos(6πX)), where X and Y are the dimensionless Cartesian coordinates as shown
in Fig. 1. The calculations are performed for a fluid with Pr = 1, for Gr = 104 and 105, and
Ri = 1.
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To analyze the effects of the inclination angle of the cavity γ on the fluid flow and heat
transfer, the simulations are performed for two configurations of tilting the cavity clockwise and
counter-clockwise directions about point O in Fig. 1. For each of the two configurations, the
inclination angles of 0◦, 30◦, 60◦, and 90◦ are considered. The results discussed here are for
A = 1, Ri = 1 and 0.01, and Gr = 104.
Figure 4 shows the streamlines and the isotherms inside the cavity for Ri = 1 and for different

inclination angles obtained by tilting the cavity counter-clockwise about point O (Fig. 1).The
natural convection from the wavy hot wall intensifies with the increasing inclination angle.
This, in turn, enhances the downstream eddy (DSE), and results in a relatively large counter-
-clockwise rotating vortex taking place in the lower portion of the cavity in the vicinity of the
wavy wall with its illuminating eye coming closer to the cavity center away from the hot wavy
wall. Consequently, the primary recirculation vortex weakens, and diminishes in size (Fig. 4a).
The effect of the natural convection opposing the direction of the driven lid is more prominent in
the vicinity of the wavy wall right edge, therefore, as it can be seen from Fig. 4b, the temperature
gradients along the cold and a significant portion of the hot wall reduce substantially with the
increasing inclination angle.

Fig. 4. Streamlines and isotherms for different counter-clockwise inclination angles, Ri = 1, Gr = 104,
and A = 1; (a) streamlines, (b) isotherms

Fig. 5. Local Nusselt number distributions for different counter-clockwise inclination angles, Ri = 1,
Gr = 104, and A = 1; (a) along the hot wall, (b) along the cold wall

Figures 5a and 5b show the variations of the local Nusselt number along the hot and the cold
walls of the cavity for Ri = 1 and for different counter-clockwise inclination angles, respectively.
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Moving from the left to the right along the hot wavy wall, it is noticed that the local Nusselt
number increases in the vicinity of the first hill by increasing the inclination angle (Fig. 5a). This
increase in the local Nusselt number is attributed to the enhancement of the natural convection,
and the resulting boundary layer formed along the hot wavy wall. Along the remaining portions of
the wavy wall, the local Nusselt number decreases substantially with an increase in the inclination
angle (Fig. 5a). The reduction of the Nusselt number is due to the fact that the natural convection
along the wavy wall in these regions opposes the primary recirculation vortex. Moreover, as it
can be observed from Fig. 5b, the local Nusselt number along the cold wall decreases with an
increase in the inclination angle which is attributed to the shrinkage of the primary vortex.
The streamlines and the isotherms inside the cavity for different inclination angles obtained

by tilting the cavity clockwise are displayed in Figs. 6a and 6b, respectively. The results in
these figures are obtained for Ri = 1, Gr = 104, and A = 1. By tilting the cavity clockwise
about point O (Fig. 1), the natural convection along the hot wavy wall, unlike the counter-
-clockwise case, assists the primary recirculation vortex (Fig. 6a). This, in turn, would result
in the enhancement of temperature gradients along the cold and the hot walls of the cavity
(Fig. 6b). Therefore, the local Nusselt numbers along the hot and the cold cavity walls, which
are depicted in Figs. 7a and 7b, respectively, increase with an increase in the inclination angle.

Fig. 6. Streamlines and isotherms for different clockwise inclination angles, Ri = 1, Gr = 104,
and A = 1; (a) streamlines, (b) isotherms

Fig. 7. Local Nusselt number distributions for different clockwise inclination angles, Ri = 1, Gr = 104,
and A = 1; (a) along the hot wall, (b) along the cold wall



528 M. Najafi et al.

Figures 8a and 8b show the variations of the average Nusselt number with the inclination
angle for tilting the cavity counter-clockwise and clockwise about point O (Fig. 1), respectively.
The results in these figures are for Ri = 1, Gr = 104, and A = 1. It is observed in Fig. 8a that
the optimal angle which provides the highest average Nusselt number while tilting the enclosure
counter-clockwise is γ = 0◦, i.e. the horizontal cavity. However, the optimal angle while tilting
the cavity clockwise is about γ = 60◦ (Fig. 8b).

Fig. 8. Variation of the average Nusselt number with the inclination angle for Ri = 1, Gr = 104,
and A = 1; (a) tilting counter-clockwise, (b) tilting clockwise

As far as the effects of the aspect ratio of the cavity on the fluid flow and heat transfer
behavior are concerned, Figures 9a and 9b show the streamlines and the isotherms inside the
cavity, respectively. The figures are obtained for the aspect ratios of 0.5, 1, and 2 while keeping
Ri = 1 and Gr = 105. As it can be observed from Fig. 9a, the DSE enhances with the increasing
aspect ratio of the cavity, and a relatively large counter-clockwise eddy is generated in this region
(Fig. 9a). In fact, for the aspect ratio equal to two, the effect of the forced convection does not
reach the bottom of the cavity. Therefore, the temperature gradient decreases in the vicinity
of the hot wavy wall with increasing the aspect ratio of the cavity (Fig. 9b). As a result, the
average Nusselt number of the hot wall of the cavity decreases from 6.3855 (for the aspect ratio
of 0.5) to 4.5281 for the aspect ratio of 1, and to 2.6750 for the aspect ratio of 2.

Fig. 9. Streamlines (a) and isotherms (b) inside the cavity for different aspect ratios, γ = 0, Ri = 1,
and Gr = 105
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6. Conclusions

TheMLPGmethod is extended to numerically investigate the incompressible steady laminar flow
of a fluid in an irregular geometry domain sustaining mixed convection heat transfer. The forced
convective flow within the cavity is attained by a sliding top lid, while the natural convective
effect is obtained by subjecting the bottom wavy wall to a higher temperature than its top
sliding counterpart. The attention on this present study stems from furthering the applicability
of the MLPG method by focusing on, perhaps, the most important mode of the heat transfer,
the mixed convection for which the broadest spectra of engineering, technological and natural
applications exist. The results show that the clockwise inclination angle tilting assists the primary
recirculation vortex, causing the local Nusselt number for both the hot and cold walls to increase.
The optimal inclination angle to achieve the maximum heat transfer is about 60◦. Also, for zero
inclination angle, the results show that a decrease in the aspect ratio enhances the hot wall
average Nusselt number as the effect of the forced convection on the hot wall increases for the
shorter cavity.
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The combustion light gas gun (CLGG) uses a low molecular weight gas as the propellant
to burn, expand and propel the projectile out of the barrel with higher muzzle velocities.
In order to better understand the interior ballistic process of CLGG, an multidimensional
combustion and flow model for CLGG is established. It contains unsteady Reynolds-averaged
Navier-Stokes (RANS) equations, the RNG k-ε two equation turbulence models, and the
Eddy-Dissipation Model (EDM) of combustion. Simulation of the interior ballistic process
of CLGG is carried out with a propellant of hydrogen and oxygen mixture charged at a
particular initial condition. Results show that the spherical front flames spread from the
ignition points which divide the flow field as burned and unburned regions in the initial
period and expand to the whole flow field subsequently. The filling error of propellants in
the chamber will affect the interior ballistic performance, but the impact is relatively small.

Keywords: combustion light gas gun, interior ballistics, combustion and propulsion

1. Introduction

At present, it is difficult to further improve the performance of conventional guns using the
solid propellant. In order to enhance the capabilities of tube weapon, especially the muzzle
velocity, many new concept guns have been studied in the world using different kinds of energy
resource, such as liquid propellant gun, electrothermal gun and electromagnetic gun. We find
that the combustion of solid and liquid propellants produces hot gases with similar components
which limit the muzzle velocity of the projectile due to relatively high average molecular weight.
Seigel pointed out that if the high muzzle velocity is desired (above 4500m/s), the choice of the
propellant is restricted to either heated hydrogen or heated helium which have low molecular
weight at high temperature (Krier and Summerfield, 1979). Therefore, decreasing the molecular
weight of the gas in the chamber is a significant method to achieve a higher muzzle velocity in
the advanced gun technology research based on chemical energy propulsion. A new species of
tube weapon called the combustion light gas gun (CLGG) meets the demand.
A combustion light gas gun uses a low molecular weight combustible gas, such as hydrogen

mixed with oxygen, as the propellant. The interior ballistic process for the new concept launching
principle can be simply concluded as follows: firstly, the projectile is loaded between the forward
end of the gun chamber and the barrel, and then the gun chamber forms a confined space.
After carrying out the projectile loading action, the cryogenic temperature fluids, i.e. hydrogen
and oxygen propellants, are fed rapidly into the combustion chamber in a liquid or near liquid
state using cryogenic feed system before firing. The cryogenic hydrogen and oxygen change to
gaseous propellants in the chamber after flowing into the combustion chamber and form the
gas mixture in the end. At firing, the gases are ignited by an electrical or laser system. When
the mix approaches the ignition point, the reaction increases rapidly and the energy releases
due to combustion increasing the pressure in the combustion chamber. When the pressure is
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sufficiently high, the projectile is accelerated by the expansion of hot gases to the muzzle of the
exit tube with higher efficiency relative to the solid propellant. The concept has been validated
by laboratory experiments and a higher muzzle velocity has been achieved. The principle scheme
of CLGG is shown in Fig. 1.

Fig. 1. Schematics of a combustion light gas gun

In fact, the concept of using a column of a low molecular gas to accelerate the projectile
was applied in light gas guns (LGG) 50 years ago (Crozier and Hume, 1957). The two-stage
light-gas guns are developed subsequently to accelerate projectiles up to 9-10 km/s for studies
of exterior and terminal ballistics or impact experiments (Angrilli et al., 2003; Munson and
May, 1976). In order to further improve the muzzle velocity, the electrothermal light gas gun
(ELGG) has been developed which uses electric energy to heat the hydrogen gas in the bore and
achieves higher performance than the conventional LGG (Tidman and Massey, 1993). However,
the hydrogen gas used in these new species of guns just plays a role of transmission of energy
rather than combustion. Actually, hydrogen energy from combustion has been extensively used
in many areas (Dunn, 2002), especially in the liquid rocket engines in space program since it
has the best energy-to-weight ratio of any fuel (Sutton, 1992; Yeralan et al., 2001). In recent
years, the concern for cleaner air has aroused the interest in hydrogen as a vehicular fuel. The
hydrogen-fueled internal combustion engines (HICEs) have shown the outstanding characteristics
of near-zero emissions and efficiencies in excess of conventional gasoline-fueled ICEs (White et
al., 2006). The technology of CLGGs using hydrogen and oxygen as propellants presented here
is the latest way of hydrogen application and will promote the performance of guns significantly.
The CLGG has been studied for over ten years (Kruczynski and Massey, 2007). It has been

confirmed that the technology provides a minimum of 30% more muzzle energy than advanced
solid propellant guns, which implies significant advantages in the firing range and projectile
weight. The 16mm CLGG program was firstly conducted by GT Devices and General Dynamics
Corp. Previous testing with a 16mm CLGG achieved launching 2 gram projectile up to 4200m/s
with a hydrogen-oxygen-helium mixture, and 3800 k/s with methane-oxygen-helium mixtures.
The 45mm caliber CLGG program began in 1994 and all tests firings have been conducted by
Utron Inc. At present its 155mm CLGG has been set up and the firing tests have occurred. The
interior ballistic study of CLGG has been carried out gradually in recent years by numerical
methods. Liu and Zhang (2011) established a quasi-dimensional interior ballistic model of CLGG
which assumed the space in the chamber to be composed of the burned region and the unburned
region. Deng et al. (2013) analyzed the influence of the ignition process and the initial condition
on interior ballistic characteristics of CLGG by the CFD method.
In the design and development of CLGG, an increase in the interior ballistic prediction ca-

pabilities can improve the CLGG hardware reliability and reduce the design and development
costs related to experimental activities and firing tests. Both these targets require accurate mo-
deling and numerical simulation as well as reasonable physical understanding of the complex
interior ballistics launching phenomenon, which characterize the CLGG behavior and perfor-
mance during the entire interior ballistic period. This paper is devoted to present the results
of the interior ballistics modeling and numerical simulation of CLGG by means of unsteady
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Reynolds-averaged Navier-Stokes (RANS) equations, RNG k-ε two equation turbulence models,
and the Eddy-Dissipation Model (EDM) of combustion.

2. Model of interior ballistics

2.1. Basic assumptions

The CLGG is focused on providing high velocity projectile launch. It breaks with the tradi-
tional solid propellant technology. The combustion process of the premixed gases of the CLGG is
complicated. In order to describe the combustion process in the chamber using a mathematical
model, the following basic assumptions are proposed for the CLGG system.
(1) The combustion chamber is sealed and no mass leaks during ballistic cycle.

(2) Geometry of the combustion chamber is axisymmetric.

(3) The ignition process is ignored but some energy around the ignition points is taken into
acount.

(4) The projectile moves down the barrel under the propulsion of base pressure until it reaches
the starting pressure.

(5) The mixing time-scale of hydrogen and oxygen propellants is much larger than the reaction
one.

2.2. Governing equations

The combustion and flow process in the chamber is a three dimensional unsteady problem.
The governing equations for chemically reacting viscous flows are the compressible Navier-Stokes
equations with chemical source terms for the mixture composed of gaseous propellant species,
which are given as follows:
— continuity equation

∂ρ

∂t
+∇ · (ρu) = 0 (2.1)

— momentum equation

∂ρu

∂t
+∇ · (ρuu) = −∇p+∇ · [µ(∇u+∇uT)] + ρg + F (2.2)

— energy equation

∂ρe

∂t
+∇ · [u(ρe+ p)] = ∇ · (keff∇T ) + Sh (2.3)

— species equations

∂ρci
∂t
+∇ · (ρuci) = ∇ · [Di∇(ρci)] + Si (2.4)

where ρ is the total density, u is the velocity vector, p is the pressure, T is the temperature,
e is the total energy per unit mass, ci is the volume concentration of species i, F is the external
force source, Sh is the energy source, si is the mass production rate of species i due to chemical
reactions, keff is the thermal conductivity which is determined by

keff = kl + cp
µt
Pr

(2.5)

where kl is the thermal conductivity of the mixture in laminar flow, Pr is the Prandtl constant
with a value of 0.71-0.75.
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2.3. Turbulence model

Turbulence directly affects the mixing and the combustion process in CLGG. Adequate pre-
diction of turbulence behaviour is necessary for better understanding the CLGG performance.
The RNG k-ε turbulence model derived by Yakhot and Orszag (1986) based on the Renormali-
zation Group theory has been developed to study a number of complex flows. It yields excellent
results in cases where the standard k-εmodel predictions are unsatisfactory. The RNG k-ε model
follows the two-equation framework of the turbulent kinetic energy equation and the turbulent
energy dissipation rate equation which could be formulated as

∂ρk

∂t
+∇ · (ρuk) = ∇ ·

[(
µ+

µt
σk

)
∇k
]
+ Pk + Pkb − ρε

∂ρε

∂t
+∇ · (ρuε) = ∇ ·

[(
µ+

µt
σε

)
∇ε
]
+
ε

k
[Cε1(Pk + Pεb − Cε2ρε]

(2.6)

where the model constants are given as Cε1 = 1.42, Cε2 = 1.68. Pk is the turbulence production
due to viscous forces, which is modeled using

Pk = µt∇u · (∇u+∇uT)−
2
3
∇ · u(3µt∇ · u+ ρk) (2.7)

Pkb and Pεb represent the influence of the buoyancy forces, which are described below. The
buoyancy production term Pkb is given as

Pkb = −
µt
ρ
g∇ρ Pεb = C3max(0, Pkb) (2.8)

where C3 is the dissipation coefficient, C3 = 1.
The turbulence viscosity µt could be expressed as follows

µt = ρCµ
k2

ε
(2.9)

where k is the turbulence kinetic energy, ε is the turbulence energy dissipation rate, and Cµ is
the empirical coefficient with the value of 0.0845.

2.4. EDM combustion model

The eddy dissipation model (EDM) is based on the concept that the chemical reaction rate
is fast relative to the transport processes, i.e. mixing rates, in the flow. When reactants mix
at the molecular level, they instantaneously form products and there is no kinetic control of
the reaction process. In turbulent flows, this mixing time is dominated by the eddy properties
and the rate is proportional to the mixing time defined by the turbulent kinetic energy k and
dissipation ε

ρwfu = αρ
ε

k
min

(
Y fu,

Y ox
s
, β

Y pr
s+ 1

)
(2.10)

where wfu is the average fuel burning rate, Y fu, Y ox and Y pr are average concentrations of the
fuel, oxidizer and combustion products, respectively, α and β are adjustable parameters.

2.5. Auxiliary equations

The auxiliary equations are comprised of the equation of motion of the projectile and the
equation of gas state.
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The equation of projectile motion can be written as

dvp
dt
=

pdA0
ϕpmp

(2.11)

where mp is the projectile mass, vp is the projectile velocity, A0 is the projectile base area, pd is
the projectile base pressure, ϕp is the projectile motion coefficient of second work.
The pressure in the chamber is much higher than that in normal industrial conditions.

Therefore, the ideal gas equation is not suitable for the CLGG interior ballistic model. The
Abel-Noble equation is applied in the paper, which is widely used in traditional solid propellant
guns

p
(1
ρ
− α

)
= RT (2.12)

where α is the covolume.

2.6. Boundary condition and numerical method

For the transient combustion and flow problem, the appropriate initial and boundary con-
ditions that reflect the real physical phenomenon are significant for numerical simulation. For
this case, it is supposed that the gaseous propellants are well mixed before firing in the chamber
with initial pressure p0 and temperature T0, as well as chamber volume V0. Boundary conditions
used in the simulation include no slip boundary for solid walls and moving boundary for the
base face of the projectile after moving. The moving grids technique is used in the model to deal
with the projectile movement. The governing equations are discretized using an element-based
finite volume method. An implicit second order accurate upwind finite volume scheme is used
for convection terms while the implicit second order backward Euler scheme for the transient
terms. The shape functions following the standard finite element approach are applied for all
the diffusion terms.

3. Results and discussions

3.1. Verification of the simulation results

The experimental data of 45mm smooth bore CLGG has been used to compare with the
simulation results in order to verify the ability of the model to predict the combustion of gaseous
propellants and the main performances of the interior ballistics (Kruczynski and Massey, 2007).
The experimental parameters are listed in Table 1. Similar to most of the interior ballistics
considerations, we supposed that the ignition occurs when the mixture temperature reaches
a specified ignition value by heating the gas along the chamber axis. The simulation results
of the muzzle velocity and the maximal pressure at the chamber compared with the reference
results are listed in Table 2. The numerical and measured pressure history at the breech end
is also shown in Fig. 2 where the experimental curve is shifted to approximately match the
time of the calculated maximum pressure, i.e. about 6ms. Overall, good agreement has been
achieved between the model predictions and experimental measurements. We can observe that
both the experimental and computed curves present some pressure waves which should be paid
special attention to in order to avoid uncontrollable combustion in the chamber. The histories of
projectile velocity and oxygen mass fraction are also shown in Figs. 3a and 3b, respectively. It can
be observed in Fig. 3b that the oxygen mass fraction is about 0.045 until the projectile reaches
the muzzle, i.e. 7.9% of charged oxygen is not burnt. This phenomenon will be demonstrated in
the next Section.



536 N. Liu et al.

Table 1. Initial parameters of the 45mm CLGG (Kruczynski and Massey, 2007)

Parameter Value

Projectile mass (mp) 0.52 kg
Volume of power chamber (V0) 5000ml
Total chemical energy of the propellant (E) 3MJ
Initial pressure (p0) 38MPa
Mole ratio between hydrogen and oxygen 8:1
Tube length (L) 4500mm
Projectile starting pressure (ps) 172.4MPa
Number of ignition points 5

Table 2. Comparison of experimental and computed results

Parameter
Maximum pressure Muzzle velocity

[MPa] [ms−1]

Experimental value 225 1700
Simulation value 229 1706

Fig. 2. Comparison between numerical and measured pressure-time traces at the breech end

Fig. 3. (a) History of projectile velocity; (b) history of oxygen mass fraction

3.2. Interior ballistic performance of CLGG

Figure 4 shows the axial pressure distribution curves in the bore at different times where the
endpoints of the curves form the base pressure as a function of the projectile displacement. The
pressure difference between the breech end and the projectile base is observed in Fig. 4, and this
difference becomes flat after the pressure reaches its peak value.
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Fig. 4. Pressure distribution on the axis at different time

Figure 5 shows the temperature contours of the gun chamber. The spherical front flame
spread from the five ignition points placed on the axis. Therefore, the flow field is divided into
burned and unburned regions clearly by the front flame. At about 4.3ms, the five independent
burned regions begin to get in touch with each other and merge into an integral one later. It
is interesting to note that the five high temperature cores in the chamber move down the tube
following the gas flow after the projectile movement.

Fig. 5. Temperature contours in the gun chamber at different times

The O2-H2 mixture is filled in the chamber as the propellant rich with hydrogen in order to
decrease the average molecular weight and to sufficiently cool the bore surface. Therefore, the
oxygen quantity that participates in combustion determines the total chemical energy released
during a ballistic cycle and affects the muzzle velocity of the projectile. The oxygen mass fraction
distributions at different times are shown in Fig. 6. Same as that seen in Fig. 5, spherical burned
regions are clearly visible around the ignition points. The oxygen quantity in the chamber
decreases gradually as the burned regions expand until the oxygen burns out in most region of
the field. It is important to note that there is still a certain amount of oxygen remained at the
breech region until the exit of the projectile through the muzzle. This is considered to be due to
weak turbulence at the breech end which leads to incomplete combustion of oxygen using the
EDM model.

Figure 7 represents the pressure contours in the chamber. The pressure waves with small
amplitude are observed before the pressure increasing to the peak value, whereas the pressure
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Fig. 6. Distributions of the oxygen mass fraction at different times

Fig. 7. Pressure distributions in the gun chamber at different times

waves disappears subsequently and the pressure decreases gradually from the breech end towards
the projectile base after the maximum pressure. We can observe the distribution uniformity of
pressure with time in the chamber which is also shown in Fig. 4 where the pressure distributions
on the axis are plotted at different times.

4. Effects of parametric variations on the interior ballistic performance

4.1. Effect of the propellant components ratio

In order to analyze the effect of the propellant components ratio on the interior ballistic
performance, we change the initial amount of hydrogen and remain the chemical energy constant.
As hydrogen is rich in the chamber, it means that the amount of oxygen should remain constant.
The mixture could be written as nH2 + O2 + 2He, and we calculate three cases taking the
ratio value n of 4, 8 and 12. The increasing amount of hydrogen raises the initial pressure in
the chamber which enhances the maximum pressure and muzzle velocity of the projectile as
presented in Figs. 8a and 8b. However, it should be noticed that the temperature significantly
decreases as the amount of hydrogen increases in the chamber, as shown in Fig. 8c. It is also
worthwhile to point out that for the increasing amount of hydrogen, a longer ignition time is
required with the same ignition energy.
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Fig. 8. Predicted pressure-time curves (a), velocity-time curves of the projectile (b) and
temperature-time curves (c) for different ratios n

4.2. Effect of the filling accuracy

In the light of previous research, it has been found that one of the key technologies of CLGG
is the filling accuracy control of gaseous propellants. In order to investigate the effect of filling
error on the ballistic performance, we repeat the previous calculation while varying the initial
amount of oxygen. We calculate the case with oxygen mass relatively increased by 10%. A
comparison of pressure curves between the case with the filling error and the accurate one is
shown in Fig. 9a.

Fig. 9. Comparison of pressure curves (a) and projectile velocity curves (b) with oxygen mass relatively
increased by 10%

It can be seen that the increasing of the amount of oxygen increases the pressure raising rate
while the other components remain constant. The maximum pressure increases slightly from
229MPa to 230MPa, i.e. relatively increased by 0.4%. Meanwhile, the muzzle velocity shown
in Fig. 9b varies from 1706m/s to 1740m/s, i.e. increased by 2% due to the additional oxygen
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filled in the chamber. Thus, the filling error of propellants in the chamber affects the interior
ballistic performance, but the amplitudes are relatively small.

5. Conclusions

The development of CLGG aims at providing a long range fire support such as deep strike and
effective shore support, other than laboratory instruments. This paper developed a 3D combu-
stion and flow model to study the complex interior ballistic process of CLGG. The numerical
simulations based on the CFD method have shown the ability of the model to predict and analy-
ze the main internal ballistics launching phenomenon, which provides a new approach to support
and validate the experimental effort. The main conclusions are summarized as follows:

• Good agreement between the predicted and experimental results is obtained except for the
ignition process which is of significant interest for future studies.

• The spherical front flames spread from the ignition points which divide the flow field into
burned and unburned regions in the initial period and expand to the whole flow field
subsequently. This phenomenon may help one to develop the quasi-dimensional interior
ballistic model of CLGG.

• The increasing amount of hydrogen enhances the initial pressure, maximum pressure and
muzzle velocity of the projectile, while the temperature significantly decreases in the pro-
cess.

• The filling error of propellants in the chamber affects the interior ballistic performance,
but the impact is relatively small.
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In the classic water hammer (WH) theory, 1D liquid flow in a quasi-rigid pipe is assumed.
When the pipe is flexible or is fixed to the foundation with elastic supports, the dynamic
fluid structure interaction (FSI) should be taken into account for more accurate modelling of
the system behaviour. The standard model of WH-FSI for a straight pipe reach is governed
by fourteen hyperbolic partial differential equations of the first order, two for 1D liquid flow
and twelve for 3D motion of the pipe. This model is presented in the paper and an algorithm
for its numerical solution based of the method of characteristics is proposed. Basic boundary
conditions (BC) are shortly discussed. The important condition at the junction of two sub-
pipes fixed to the foundation with a viscoelastic support is presented in details and a general
method of its solution is proposed.

Keywords: water hammer, transient pipe flow, fluid-structure interaction, standard model,
method of characteristics

1. Introduction

The water hammer (WH) phenomenon has been of scientific interest for over a century. Extensive
studies on this effect can be found in the works of Wylie and Streeter (1993), Almeida and Koelle
(1992), Adamkowski (2013) or Ghidaoui et al. (2005). WH is a result of a sudden change in pipe
flow conditions due to valves operation, hydraulic machinery load variation or other reasons.
During the transient the changes in liquid velocity result in pressure variations, which may
travel along the pipe producing loads of the structure (pipe, supports, hydraulic devices) and
perturbations to the system functioning or even its damage. WH can appear in various pipe flow
systems like hydro-power installations, nuclear reactor cooling systems, engine fuel injection
pipes and others. In some cases, the pipe is stiff and does not move, so the action of the liquid
onto the pipe is considered as quasi-static. When the pipe is elastic or the whole piping can move
on its supports, this motion forced by the unsteady flow, influences in reverse the flow variables,
and the dynamic fluid-structure interaction (FSI) has to be taken into account. These effects has
been examined by scientists for a few decades and the works of Wiggert et al. (1987), Tijsseling
and Lavooij (1990), Wang and Tan (1997) or Wiggert and Tijsseling (2001) can be pointed as
the reference. A specific and a complex area of potential application of WH-FSI concepts is the
phenomenon of blood flow in human arteries, being an important area of research, discussed e.g.
by Alastruey et al. (2012).
Three main factors responsible for FSI coupling are pointed in literature. The weakest is

the friction between the pipe-wall and the liquid. Due to physics of WH-FSI, an unsteady
friction model should be used for modelling of this effect, and one of the existed models used
for classic WH, discussed e.g. by Adamkowski and Lewandowski (2006), Vitkovsky et al. (2006)
or Urbanowicz and Zarzycki (2012) could be adopted. However, the quasi-steady model is still
quite popular and often used because of its simplicity. The Poisson effect is responsible for the
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second FSI coupling factor. Pressure variations induce circumferential stresses and strains in
the pipe-wall which are accompanied by longitudinal ones. The latter propagates along the pipe
faster than the pressure wave in the liquid and produces in the reverse action additional pressure
oscillations known as the precursor (PC) wave. The third and the strongest FSI mechanism is
the junction coupling (JC) effect which appears at pipe bends, knees, ends, valves, reductions,
etc. In fact, this phenomenon is especially important if the pipeline is able to move as a whole
structure. Due to this motion, strong interaction between the pipe and the liquid variables can
occur. The motion of the junction can be also responsible for coupling between different modes of
structural vibrations of neighbouring sub-pipes. As far as the friction and Poisson couplings are
modelled by certain terms in the governing equations, JC is modelled by boundary conditions
(BC). The JC mechanism can also be responsible for producing the WH effect by sudden motion
of the structure.
In the classic water hammer theory a stiff and immovable pipe with one dimensional (1D)

liquid flow is assumed. FSI is considered to be a quasi-static effect and the pipe-wall elasticity
is taken into account only within the formula for the celerity of elastic waves in the liquid. Two
hyperbolic partial differential equations (PDE) of the first order are used for description of the
liquid flow which allows one to find the pressure p and velocity v as a function of the position x
and time t. When the dynamic FSI is taken into account, two main approaches are proposed
in the literature. The simpler consists of four PDEs, two for 1D liquid flow and the other two
for the longitudinal motion of the straight pipe reach. These four hyperbolic equations form the
four equations (4E) model of WH-FSI. In this model, the 1D approximation neglects the radial
motion of the pipe and the liquid and is valid for low frequency assumption. When 3D motion
of the pipe is possible, additional ten equations of lateral and torsional movement produce
altogether the fourteen equations (14E) standard model of WH-FSI. For numerical modelling of
the WH behaviour, the method of characteristics (MOC) is frequently used. When FSI effects
are taken into account, the finite elements method (FEM) can be alternatively exploited to the
structural equations, which produces the MOC-FEM technique. Pure FEM based approach are
also proposed. On the other hand, the fully MOC based algorithm is proposed in the fundamental
paper of Wiggert et al. (1987), however only general ideas of their method were presented there.
A thorough presentation of the MOC approach is included in the work of Tijsseling (1993), who
applied his model to a 2D pipeline system. In fact, for structural analyses, the FEM technique
can be considered to be more suitable, however using a unified MOC approach to the liquid as
well as to the structure is justified due to the wavy nature of the phenomenon.
In the current paper, the standard model of WH-FSI is described and a MOC based method

of numerical solution for a 3D pipeline system is presented. The main steps of the algorithm are
discussed and some details and novel approaches are especially explained. An important part of
the method is the BC at the junction of two sub-pipes fixed to the foundation with a viscoelastic
support, which is formulated as a differential equation of motion. The solution to this equation
is found and presented in a compact form, convenient for numerical computations. The author
does not know any other work where such a detailed 3D treatment of that problem is considered
and solved.

2. Assumptions and governing equations

The coordinate system and variables used in the current approach are presented in Fig. 1.
The pipe of length L, wall thickness e, diameter D is straight, prismatic, thin-walled

(e/D ≪ 1) and slender (D/L ≪ 1). The pipe material is linearly elastic and no buckling
appears. The flow velocity v is of little relativity to the elastic waves celerity c (v/c ≪ 1). The
liquid is weakly compressible, linearly elastic and its density changes are small (pressures are
low relative to the bulk modulus K, p/K ≪ 1). The low frequency assumption applied means
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Fig. 1. Variables and coordinate system used for modelling of the WH-FSI phenomenon

neglecting of the radial inertia effects of the liquid and the pipe wall. The friction between the
pipe and the liquid is taken into account and a quasi-steady model is assumed. The structural
damping of the pipe material and two-phase flow are assumed not to be present. The motion of
the system for a straight pipe reach is described by four uncoupled sets of PDEs. The first one
consists of four equations for longitudinal motion of the system. The second set of two equations
governs torsional waves in the pipe. Another two sets of four PDEs each define the lateral motion
of the pipe in two perpendicular planes – vertical (0zx) and non-vertical (0yx). It is assumed
that the liquid does not interact with the pipe in torsional vibrations. For the lateral movement,
the Timoshenko beam model is used with the liquid being accounted as an added mass for linear
motion. Liquid rotational inertia effects and the Coriolis force due to bending angular velocity
are neglected.
Four equations govern the longitudinal motion of the system. Their detailed derivation can

be found e.g. in Wang and Tan (1997). Two of the equations describe 1D liquid flow

∂v

∂t
+
1
ρ

∂p

∂x
= −g sinα− 4τs

ρD

∂v

∂x
+
1
ρc2

∂p

∂t
= 2ν

∂wx
∂x

(2.1)

where ν is the Poisson coefficient and ρ is liquid density. The pressure wave celerity c is given as

c =

√
K

ρ

1√
1 + χ(1− ν2) (2.2)

The right-side factor in the formula above expresses the influence of pipe-wall elasticity. The
parameter χ used in it is defined as

χ =
KD

Ee
(2.3)

The other two equations of the 4E model govern the longitudinal pipe motion defined with
velocity wx and stresses σx (σx = Qx/As, As is the pipe cross-section area)

∂wx
∂t
− 1
ρs

∂σx
∂x
= −g sinα+ τs

eρs

∂wx
∂x
− 1
ρsc2s

∂σx
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2Ee

∂p

∂t
(2.4)

The pipe material density is ρs and the longitudinal elastic waves travel in it with the celerity cs

cs =

√
E

ρs
(2.5)
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The gravitational term (g is acceleration of gravity) depends on the angle α between the horizon
and the pipe. One can easily identify the components responsible for the Poisson and friction
couplings. For the current quasi-steady liquid pipe-wall friction model, the following formula is
used for determination of the shear stresses τs

τs =
λρ

8
(v − wx)|v − wx| (2.6)

In the equation above, λ is the Darcy-Weisbach friction factor and should be adequately deter-
mined. The pipe torsional vibrations are governed by the standard two equations (like for the
rod)

∂ωx
∂t
− 1
ρsI0

∂Mx
∂x
= 0

∂ωx
∂x
− 1
GI0

∂Mx
∂t
= 0 (2.7)

where Mx [Nm] is torsional moment of the force, ωx [1/s] – angular torsional velocity, I0 [m4]
– pipe cross-section polar moment of inertia and G [Pa] – shear modulus of the pipe material,
G = E/[2(1 + ν)]. The shape of the above equations is the result of no-interaction assumption
between the pipe and the liquid in torsional vibrations. However, if non-zero amount of accom-
panying water is going to be taken into account, then the factor ρsI0 in Eq. (2.7)1 should be
adequately increased.
In the lateral motion at the non-vertical plane the governing equations for the Timoshenko

beam model (Timoshenko and Young, 1955; Meirovitch, 1967) and the assumed coordinate
system are found to be

∂wy
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∂ωz
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∂Mz
∂t
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(2.8)

The variables above are the linear velocity wy [m/s], shear force Qy [N], bending angular velocity
ωz [1/s] and the bending moment of force Mz [Nm]. The parameters m, b, s, T are introduced
for more clear presentation of the model and the assumptions. They are defined in the following
way

m = ρsAs + ρAc = ρsAs(1 + ξ) T = κGAs b = ρsI s = EI (2.9)

The form of equations (2.9)1 and (2.9)3 results from the water-in-pipe accounting method – the
water is taken into account in the former, not in the latter. Other possibilities can be tested by
proper modelling of these parameters. In Wiggert et al. (1987) the expression for b has included
the water component as well and the current assumption was proposed by Tijsseling (1993). In
fact, the influence of the weighted water component in b can be numerically tested, calibrated
and concluded. The parameter ξ in (2.9)1 expresses the ratio of the water-to-pipe mass and is
given in

ξ =
ρD

4ρse
(2.10)

In Eq. (2.9)3 I [m4] is the axial moment of inertia of the pipe cross-section, and κ in (2.9)2 is
the shear coefficient. A simple approach gives for a circular tube the value of κ = 0.5, but due to
more detailed analyses, slightly larger values are estimated. κ = 0.5+ν/(8+6ν) was proposed by
Cowper (1967) and κ = 0.5+ν/(4+2ν) was estimated by Hutchinson (2001). In the vertical 0xz
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plane, the equations are similar (the proper signs are the result of dextrose coordinate system)
and the gravity term is also included
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3. Transformation of the equations

3.1. Longitudinal waves

The fundamental step of the MOC technique is linear transformation of the governing equ-
ations to get CE, which have the partial derivatives against x and t formed into absolute de-
rivatives with time for a certain dependence x(t). Such transformation applied to longitudinal
equations (2.1) and (2.4) results in two sets of two equations each. They govern two coupled
waves – WH and PC ones. The former propagates with the celerity c0 (equations C0) and the
equations C1 govern the PC wave which propagates with the celerity c1. Because of the Poisson
coupling, these celerities are slightly different than the original celerities c and cs given with
Eqs. (2.2) and (2.5). Moreover, these waves are not pure liquid and pure pipe waves as can be
seen below. The C0 equations are

d

dt
(v + Sw1) + ε

d

dt
(r − S̃q1) = −(1 + S)g sinα− (1−R)

4τs
ρD

(3.1)

They are valid for the positive and negative characteristic slope (ε = ±1) and the dependence x(t)
defined with dx/dt = εc0. The celerity of the WH wave is

c0 =
c√
A

(3.2)

In Eq. (3.1), unified variables are used. The unified velocity w1 is just the pipe section longitu-
dinal velocity wx. The unified pressure and longitudinal stresses are given by

r =
p

ρc0
q1 =

σx
ρsc1

(3.3)

The following pair of equations (ε = ±1) referred to as C1 governs the PC wave

d

dt
(Rv − w1) + ε

d

dt
(R̃r + q1) = (1−R)g sinα− (1 + S)

τs
ρse

(3.4)

The characteristic slope is dx/dt = εc1 and the PC wave celerity c1 is given as

c1 = cs
√
A (3.5)

The presented transformations are valid if the below relation holds

1− γ + χ > 0 (3.6)

where

γ =
Kρs
Eρ

(3.7)
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Relation (3.6) is valid for all practical cases, and for water in metal pipe and thin-walled as-
sumption is even stronger (> 1). It is useful to define the following parameter B

B =
1
2

[
(1− γ + χ) +

√
(1− γ + χ)2 + 4γχν2

]
(3.8)

The correcting parameter A, which is slightly greater than 1 (A = 1 for ν = 0) can now be
presented as

A = 1 +
χν2

B − χν2 (3.9)

The Poisson coupling parameters S, R are small (R = S = 0 for ν = 0) and defined below

S =
2γν
B

R = ξS (3.10)

The tilde S, R parameters are modified with the celerities ratio η = c0/c1 and given as

R̃ = Rη S̃ =
S

η
(3.11)

The developed clear form of the CE has an important advantage as it allows for preliminary
analyses of physical behaviour of the system even prior to computations. If the right sides of
them are assumed zero (no friction and a horizontal pipe) and the variables in the parenthesis
on the left sides are considered as new “wave variables” – velocities and stresses, these equations
would represent simple elastic waves. But due to the shape of the wave variables they are not
pure liquid (WH) nor pure pipe (PC) waves. Thus the real physical quantities, velocities and
stresses (pressures), are superpositions of the WH and PC waves. The dominant role is played
by the former in liquid variables and the latter in the structure ones. These effects are possible to
observe in experimental and numerical records (see Adamkowski et al., 2010 or Henclik, 2010).

3.2. Torsional vibrations

Transformation of governing equations (2.7) results in compatibility equations C4

dw4
dt
− εdq4

dt
= 0 (3.12)

They are valid for the characteristic slope dx/dt = εc4, and the celerity c4 of torsional waves is

c4 =

√
G

ρs
(3.13)

The CE and unified variables, velocities w and loads q, are numbered consequently with indexes
1, 2, 3 for linear and 4, 5, 6 for angular degrees of freedom, corresponding respectively to the x,
y, z axes. The variables in C4 equations are the normalized torsional angular velocity w4 and
the moment of force q4

w4 = hωx q4 =
hMx
ρsI0c4

(3.14)

The parameter h [m] introduced above to get the unified variables can be in fact arbitrarily
selected. But for the model homogeneity, its value is assumed to be the same as calculated
further for lateral motion.
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3.3. Lateral motion

Equations (2.8) of transversal movement in the non-vertical plane are transformed to CE
representing shearing waves C2 coupled with bending waves C6. The equations C2 are given in

dw2
dt
+ ε

dq2
dt
= εΩw6 (3.15)

They are valid for the dependence x(t) having the slope equal to the wave celerity dx/dt = εc2

c2 =

√
T

Tm
(3.16)

The parameter Ω on the right side of (3.15) is a result of specific normalization of the equations
and is explained further in (3.20)2. The C6 equations have the following form

dw6
dt
− εdq6

dt
= −Ωq2 (3.17)

They are valid for dx/dt = εc6, where

c6 =
√
s

b
(3.18)

The unified variables are

w2 = wy q2 =
Qy
mc2

w6 = hωz q6 =
hMz
bc6

(3.19)

The compact form of the lateral CE has been achieved by specific selection of the constant h to
keep the same scaling coefficient Ω [1/s] on the right side of them. The result of this procedure
is

h =

√
b

m
Ω =

√
T

b
(3.20)

Estimation of expression (3.20)1 for the water in a metal pipe gives a value of about D/4 for h.
In the vertical plane, we get C3/C5 coupled CE. The shearing waves are governed by C3

equations

dw3
dt
+ ε

dq3
dt
= −g cosα− εΩw5 (3.21)

They are valid as usual for the dependence x(t) being the path of the wave that propagates with
the same celerity as in the C2 case (c3 = c2). The bending waves C5 have the same celerity as
in the C6 case

dw5
dt
+ ε

dq5
dt
= Ωq3 (3.22)

The definition of unified variables is analogous as in the C2-C6 case.
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4. Numerical method

The first step of the numerical algorithm is to integrate each CE in time within a specific time
step ∆t to get finite difference equations which can be solved for subsequent time moments
at the x-t plane. A proper construction of the numerical scheme is required. For stability and
convergence, the CFL (Courant-Fredicks-Lewy) condition (Quarteroni and Valli, 1994; Almeida
and Koelle, 1992), which determines the relation between the time step ∆t and space grid
size ∆x, is necessary

CN =
c∆t

∆x
¬ 1 (4.1)

It is easy to fulfill the condition for one pair of CE (one wave). Keeping CN equal to one allows
one to find the solutions without interpolation with the use of a scheme presented at the grid
in Fig. 2 for the C4 torsional wave. Integrating (3.12) within the time ∆t4, we get a set of two
linear equations

w4 − q4 = b4L w4 + q4 = b4R (4.2)

The “history parameters” b4 at the right side are a result of integrating the CE, and are given
in

b4L = w
(4L)
4 − q(4L)4 b4R = w

(4R)
4 + q(4R)4 (4.3)

The initial values of variables are taken at the beginning of C4 left (L) and right (R) characte-
ristics as it is presented at the right part of Fig. 2. Two kinds of average parameters are defined
and used consequently within the model, half of the sum and half of the difference

b4 =
b4R + b4L
2

◦

b4 =
b4R − b4L
2

(4.4)

Now, the solutions to (4.2) at the final point F (in Fig. 2) can be presented as

w4 = b4 q4 =
◦

b4 (4.5)

Fig. 2. A computational scheme for two coupled waves C6/C2 of the celerity ratio 3:2 (at the left) and
for a single wave C4 of the time step ∆t4 = δt (at the right)

A more complex case is for two coupled waves that propagate with different celerities, which
is illustrated at the left part in Fig. 2 for the C2-C6 equations. If the ratio of shearing and
bending waves celerities is a rational number, we can integrate each pair of CE (C2/C6) within
a specific time step ∆t, (∆t2 and ∆t6 respectively), which is an integer multiplication of the
elementary step δt.
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In Fig. 2, the celerity ratio is 3:2 so the time step ratio is 2:3. This construction produces the
same space step ∆x for both waves and it is possible to move across the x-t plane and to solve
the equations for the unknown variables at each node without interpolation, as we can always
find the starting point in the past for any characteristics. Small modifications are required at the
beginning moments, but then we can start the characteristic at any position x of the t = 0 line
due to the known initial conditions. As an alternative, a numerical scheme with interpolation can
be also considered. After integration, the following set of four linear equations for the unknown
variables is found

w2 + q2 − µ2w6 = b2L w2 − q2 − µ2w6 = b2R
w6 − q6 + µ6w2 = b6L w6 + q6 − µ6w2 = b6R

(4.6)

In the integration process, the mean values of the right-hand side variables in (3.15) and (3.17)
are assumed to be the arithmetic averages of their initial and final values, which produces the
following form of µ

µi =
Ω∆ti
2

(4.7)

The formulas for the history parameters can be easily derived and will not be presented herein.
Due to the coupling between the waves, the parameters µ are assumed to be upper bounded
for the stable numerical solutions, which produces an upper limit for the space size ∆x of the
grid mesh. An estimation made with the application of an iterative method (see Bjoerck and
Dahlquist, 1974) to partially transformed equations (4.6) has given for it a value of about D/2.
With slightly different analyses, Tijsseling (1993) suggested that the limit for an empty pipe
should be D/(2

√
2). In fact, the real space step will be selected with numerical tests. The

solutions to (4.6) are

w2 = b2 q2 =
−
◦

b2 + µ2b6
1 + µ2µ6

w6 =
b6 + µ6

◦

b2
1 + µ2µ6

q6 =
◦

b6 (4.8)

An analogous procedure can be applied for lateral equations C3/C5 in the vertical plane. For
longitudinal motion, the results are calculated in a similar way, though a comment is necessary
as the friction terms on the right-hand side of Eq. (3.1) and (3.4) are non-linear. Usually, a li-
nearization scheme is proposed and a direct method of solution is used. However, the non-linear
friction terms are small, so at the current approach they will be left within the history parame-
ters and assumed as fixed values with the possibility of iterative improvement. One additional
iteration is usually enough. Such a solution shows the advantage of using the history parameters.
It is a convenient idea as the results do depend only on those parameters and they can be defined
within a numerical routine in a different way for any changes in the model. Introducing material
damping, changing the pipe-wall friction model or using interpolation only influences the shape
of those parameters. The C0/C1 history parameters include also the gravitational term (C3/C5
ones as well). Finally, the solutions to C0/C1 are

v =
b0 + Sb1
1 +RS

w1 =
−b1 +Rb0
1 +RS

r = −
◦

b0 + S̃
◦

b1
1 +RS

q1 =
−
◦

b1 + R̃
◦

b0
1 +RS

(4.9)

Each group of equations is solved independently, but the same elementary time step δt is
necessary for all of them to keep the effectiveness of the method. This is because the coupling
between variables of different groups may occur at boundaries, thus common time nodes are
required there. The common space nodes at the boundaries can be also useful. In this case,
the ratios of all the wave celerities should be rational numbers. Such a condition is always true
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within a certain precision, but the algorithm is effective if the integers for these ratios are not
too large, so a wave-speed adjustment can be used by slightly changing the selected material
or geometrical parameters of the system. This procedure is also used in other approaches, and
the current author has developed and tested an algorithm allowing one to adjust all the five
celerities of the elastic waves.

5. Boundary conditions

The piping is modelled as a set of straight pipes connected at junctions where certain relations
are valid as the boundary conditions. In a more general case, some working elements may be
also taken into account. The term non-pipe element (NPE) is used in Almeida and Koelle (1992)
for them and they may be a valve, pump, turbine or other hydraulic device. NPE is assumed to
be a rigid and massive element and can be fixed to the foundation with rigid or elastic supports
(or staying unfixed). It is connected to individual pipes by a number of inlets-outlets for which
hydraulic characteristics are determined. A simple example of NPE is a valve with its dependence
between the pressure at the inlet at the left (pL) and the outlet at the right (pR) given as

pL = pR +
1
2
ρ(v − wx)2ζ(t) (5.1)

In the equation above, the loss factor ζ(t) is dependent on the valve opening degree, so it may
change in time. For a complete valve closure, it becomes infinity what in fact changes the BC
to have the form v = wx. NPE will not be considered within the current model, however the
junction is in fact a simple NPE of a constant and small loss factor. The mass and size of the
junction can usually be neglected, but the general case can be analyzed as well. Using the current
assumptions, the main dynamic liquid BC at the junction of two sub-pipes defines the pressure
balance with a relation similar to (5.1). The condition is even simpler as the junction losses ζ are
constant and usually small, which produces a possibility for iterative solution. A fundamental
BC for the liquid is the continuity equation. For the FSI case and two sub-pipes at the junction,
it has the following form

v(L) − w(L)x = v(R) −w(R)x (5.2)

In spite of the fact that the junction is rigid, the velocities of the left and right edge of it used
above are not, in general, the same as 3D motion is considered and the left and right pipe
coordinate systems can be rotated (when the junction is a bend). The rigidity of the junction
means it is rigid in itself and is rigidly fixed to the pipes. That is why the junction velocity w
and pipe ends velocities w(L) and w(R) are uniquely related. In fact, they are identical for the
dimensionless junction

w(L) = w(R) = w (5.3)

In this case, w is 6D velocity with 4, 5, 6 components being angular velocities multiplied by h
defined in (3.20)1. The above is a vector equation, so when using its representation in a coordinate
system, proper transform matrices of directional cosines U(L), U(R) have to be applied. If the
junction size is not negligible, the above condition has to be modified because linear motion of
the junction edge (the pipe end) has a component being the result of the junction rotation as a
rigid body.
The motion of the junction is dependent on the way it is fixed to the foundation. For a rigid

fixing, there is no motion and the BC is w = 0. When the junction is unfixed or fixed with an



A numerical approach to the standard model... 553

Fig. 3. Junction of two pipes fixed with a viscoelastic support

elastic support as it is presented in Fig. 3, the following junction equation of motion (EOM)
should be formulated

Mü+Cu̇+Ku = FL + FP (5.4)

This is 6D equation for the junction displacement u having three linear (1,2,3) and three
angular (4,5,6) coordinates. At the right-hand side of the EOM, there are pipe and liquid forces
(and moments) acting onto the junction. On the left-hand side, there is an inertia term with the
matrixM and the forces from the elastic support with stiffness and damping matrices K and C.
The Kelvin-Voigt model for the support reaction is assumed. In the EOM, the convention of
multiplying angular (4, 5, 6) coordinates in the vector u by the parameter h is still valid and
another one for normalization of the angular coordinates of the forces (the moments) by dividing
them by h is used as well. An adequate normalization is also done to the matrices M, K, C on
the left-hand side. In general, determining these matrices is a separate task, but this problem
will not be discussed herein. The EOM is simplified in special cases, e.g. for massless junction
M = 0, for zero damping C = 0 and for not supported junction K = 0, C = 0.
The forces on the right side of the EOM depend on the flow and pipe motion variables. The

liquid forces FL are mainly the result of pipe static pressures and the pipe forces FP appear
explicitly in the CE, though proper transformations are required. Form (5.4) of the EOM allows
one to understand the junction coupling mechanism, however it is not convenient for numerical
solution. The right-hand side of the EOM can be transformed using the difference form of CE
discussed in Section 4 to express the liquid and pipe forces as a linear function of the junction
velocity w = du/dt in a new time instant. Finally, the EOM can be presented in the following
form

M̃ü+ C̃u̇+ K̃u = −Pw + a (5.5)

In the above equation, the matrices on the left-hand side (with tilde) are the original ones
divided by (ρsAscs). The essence of the method is the coupling matrix P which is symmetric and
positive definite. It depends on the pipe-junction geometry and liquid-pipe material parameters.
The junction history vector a depends on the previous values of the system variables at the
junction and its neighborhood, and changes in each time step. Both formulas for the matrix P
and vector a have been determined by the author to be applied in the algorithm. To find the
solution to Eq. (5.5), its left-hand side has to be transformed to a finite difference form. Applying
the Newmark method to it allows one to find the junction velocity w in a new time instant (the
variables with “0” indexes are taken at the previous time instant)

w =
( 2
∆t
M̃+P+ C̃+

∆t

2
K̃
)−1[
a+ M̃

( 2
∆t
u̇0 + ü0

)
− K̃

(
u0 +

∆t

2
u̇0
)]

(5.6)

The matrix in the brackets is constant for the junction and positive definite, thus the equation
can be easily solved in each time step. Knowing the velocity w, all other variables can be found.
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6. Summary

The water hammer phenomenon with dynamic fluid-structure interaction is discussed in the
paper. The standard mathematical model of WH-FSI and an algorithm for its numerical so-
lution on the basis of the MOC technique is presented. The fourteen governing equations are
transformed into compatibility equations developed in a convenient, compact form with the use
of “unified variables” – velocities and loads. The main steps and ideas of the numerical method
are discussed. The concept of using “history parameters” allows one to effectively design the
algorithm. The numerical scheme uses a properly designed computational grid exploiting the
technique of wave-speed adjustment but the scheme with interpolation is also possible. An im-
portant part of the algorithm is the boundary condition at the junction fixed to the foundation
with a viscoelastic support. It is formulated as a differential equation of motion, transformed
and effectively solved with the use of a special coupling matrix and the Newmark method. A
similar approach has been applied to the 1D 4E model and it works correctly. The algorithms
are now being implemented in a computer code, and the numerical results will be compared
with the records from experiments which are planned for the real 3D pipeline system built in
the laboratory.
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This paper presents an analysis of the influence of the kind of a friction model on the di-
mensioning of a branch pressure fluctuation damper. The mathematical model of the branch
damper is defined by determining the damper input impedance and finding its minimum
corresponding to the maximum effectiveness in reducing pressure fluctuations. Three kinds
of friction for the oscillatory flow in the damper, i.e. a lossless line, steady friction and a
nonstationary friction model, are considered. Experimental studies confirmed that the use
of the nonstationary friction model in the calculation of branch damper length ensures the
highest effectiveness in reducing the amplitude of pressure fluctuations characterized by a
given frequency.
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1. Introduction

Hydrostatic drive systems have their well-known advantages, but their main disadvantage is
that they generate much noise which may disqualify such kind of drive when the increasingly
more stringent noise emission standards dictated by ergonomic considerations are exceeded. For
this reason, a properly designed hydrostatic drive system should not only have the expected
static and dynamic properties, but also emit as little noise as possible. Directive 98/37/WE
includes a general recommendation that a machine should be designed in such a way that the
hazard arising from the emission of the noise generated by it is reduced (preferably at the
noise generation source) to the lowest level possible owing to the technological progress and the
available means of noise reduction. The directive also requires that information about the noise
at the operator workstation be included in the machine documentation. The following should
be specified: the equivalent sound pressure level, the instantaneous peak acoustic pressure and
the acoustic power level. Noise in a hydraulic system can be generated in two ways:

• directly – the noise source (e.g. the impeller of a fan in the electric motor driving the
pump) produces changes in pressure in the surrounding air,

• indirectly – time-variable forces make the components of a hydraulic system vibrate. The
vibration of the surfaces of the components results in noise emission.

Indirectly generated noise is the principal noise in hydraulic systems. Changeable forces acting
on the hydraulic system components arise as a result of:

• pressure fluctuations (Tijsseling, 1996),
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• mechanical connection of the system components through conduits and the common mo-
unting. A single component (e.g. a valve) may vibrate as a result of the action of the fluid,
causing the vibration of the components connected with it.

One of the major noise sources in a hydraulic system is the unstable operation of the pressu-
re relief valves due to, among other things, external excitations produced by vibration of the
machine frame or the feeder cover to which the pressure relief valves are often mounted. One
should note that vibrations may arise in the resonant region of the element which controls the
valve. Therefore, the coincidence of the frequency range of, e.g., the foundation and that of the
hydraulic valve controlling element should be avoided (Stosiak, 2012).
Experimental studies aimed at locating and identifying vibration and noise sources must be

carried out in order to effectively eliminate annoying noise. Energy measuring methods are par-
ticularly suitable for locating noise sourceswhen diagnosing the acoustic condition of hydraulic
machines and equipment (Kollek et al., 2001). For locating noise sources, Osiński and Kollek
(2013) recommend using the acoustic intensity method (AIM) with a two-microphone acoustic
probe whereby a map of noise intensity around the investigated equipment can be obtained and
the loudest places can be indicated.
The causes of noisiness in the hydraulic system can be divided into mechanical causes and

hydraulic causes. The group of mechanical causes includes workmanship and assembly faults,
excessive clearances in all moving joints, unbalanced rotating parts and so on. The main hydraulic
causes are: cavitation phenomena (Kollek et al., 2007), forcing pressure fluctuations and working
liquid pressure surges in the pump or displacement motor chambers. In a properly designed
hydraulic system, cavitation should not occur while the occurrence of working liquid pressure
surges largely depends on the type of the pump. Axial multiplunger pumps are the noisiest
while vane pumps and internal gear pumps are the most silent-running. The research so far
has identified pressure fluctuations and the resulting vibrations as the principal causes of noise
generation in hydraulic systems, see Mikota and Manhartsgruber (2003), Kudźma (2001, 2006,
2012), Wacker (1985). Thus by reducing pressure fluctuations, one can reduce the noisiness of
the individual system components and thereby prolong their service life. One of the effective
ways of reducing pressure fluctuations, and so the hydrostatic noise of the drive system, is the
use of pressure fluctuation dampers. This paper presents a refined passive branch damper model
taking into account nonstationary flow resistance.

2. The supply conduit as a long hydraulic line

Simplifying assumptions, in detail described by Kudźma (2012), are commonly made when
deriving equations for the nonstationary flow of a liquid in closed conduits. On such assumptions,
the (laminar and turbulent) motion of the liquid is described by the following equation, Kudźma
(2012), Zarzycki (1994):
— the equation of motion towards the axis z

∂vz
∂t
= − 1

ρo

∂p

∂z
+ ν
1
r

∂

∂r

(
r
∂vz
∂r

)
+
1
r

∂

∂r

(
rνt

∂vz
∂r

)
(2.1)

— the equation of continuity

∂p

∂t
+ ρoc2o

(∂vz
∂z
+
∂vr
∂r
+
vr
r

)
= 0 (2.2)

where: vz is the instantaneous velocity of the liquid in the conduit in the axial direction, vr –
instantaneous velocity of the liquid in the radial direction, p – instantaneous pressure of the
liquid, ν – kinematic coefficient of molecular viscosity, νt – kinematic coefficient of turbulent
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viscosity, ρo – steady density of the liquid, z – axial coordinate of the conduit, r – radial
coordinate of the conduit, co – velocity of pressure wave propagation, t – time.
In the case of turbulent motion, vz and p are quantities averaged in accordance with the

Reynolds rules. By integrating equations (2.1) and (2.2) over the conduit cross section, one gets
a system of equations which can be presented as follows, see Kudźma (2012), Zarzycki (1994),
Zarzycki et al. (2007)

ρo
∂v(z, t)
∂t

+
∂p(z, t)
∂z

+
2
R
τw = 0

∂p(z, t)
∂t

+ ρoc2o
∂v(z, t)
∂z

= 0 (2.3)

where: v = v(z, t) is the average in the conduit cross section velocity of the liquid, p = p(z, t) –
average pressure in the conduit cross section, R – inside radius of the conduit, τw – shear stress
on the conduit wall. The expression (2/R)τw in equation (2.3)1 represents pressure drop due to
friction, per unit length.
In the case of a laminar flow, the most accurate model of hydraulic resistance is the model

with variable resistance, which takes into account pressure losses as a function of frequency.
Using this model one gets the following expression for impedance Z0 of a long hydraulic line,
see Zielke (1968)

Z0(s) =

ρos

πR2

1−
2J1

(
jR
√
s

ν

)

jR
√
s

ν
J0
(
jR
√
s
ν

)

(2.4)

where: s is the Laplace transformation operator, J0, J1 are respectively zero-order and first-order
first-type Bessel functions, j – imaginary unit.
By applying the inverse Laplace transformation, Zielke (1968) obtained the following relation

for the instantaneous shear stress on the conduit wall

τw(t) =
4µ
R
v +
2µ
R

t∫

0

w(t− u)∂v
∂t
(u) du (2.5)

where: w(t) is the weighting function and u is the time in the convolution integral.
The second term in equation (2.5) describes the influence of flow nonstationarity on the shear

stress. It is a convolution integral of the instantaneous acceleration of the liquid and weighting
function w(t). The instantaneous conduit wall shear stress τw can be presented as the sum of
quasi-steady quantity τwq and time-variable quantity τwn, see Vardy and Brown (2003)

τw = τwq + τwn (2.6)

If only the quasi-steady friction model is to be taken into account, the second term in equations
(2.5) and (2.6) should be omitted, whereby only τw = τwq remains. It should be noted that the
quasi-steady frictional resistance models used in calculations of nonstationary states are valid
only in the case of slow velocity changes, which applies to low excitation frequencies or small
accelerations of the liquid.

2.1. Weighting function

The so-called weighting function, which depends on, among other things, the character of the
flow, features significantly in above relation (2.5). For the laminar flow, the relation presented by
Zielke (1968) is commonly used, whereas for the turbulent flow there are two main models (also
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dependent on the Reynolds number) proposed by Vardy and Brown (2003, 2004) and Zarzycki
(1994), Zarzycki et al. (2007). Since the weighting functions presented by the above authors,
especially the ones for the turbulent flow, are complicated and difficult to handle in numerical
computations, their approximations are used in practice. From among the weighting function
approximating relations proposed in the literature, the relation presented by Urbanowicz and
Zarzycki (2012), which through the appropriate scaling of the coefficients can be used for both
laminar and turbulent flows, deserves special attention

w(t̂) =
26∑

i=1

mie−nit̂ (2.7)

where: t̂ = νt/R2 is dimensionless time, and the coefficients mi, ni assume the following values
(Urbanowicz and Zarzycki, 2012):
m1 = 1; m2 = 1; m3 = 1; m4 = 1; m5 = 1; m6 = 2.141; m7 = 4.544; m8 = 7.566; m9 = 11.299;
m10 = 16.531; m11 = 24.794; m12 = 36.229; m13 = 52.576; m14 = 78.150; m15 = 113.873;
m16 = 165.353; m17 = 247.915; m18 = 369.561; m19 = 546.456; m20 = 818.871; m21 = 1209.771;
m22 = 1770.756; m23 = 2651.257; m24 = 3968.686; m25 = 5789.566; m26 = 8949.468;
n1 = 26.3744; n2 = 70.8493; n3 = 135.0198; n4 = 218.9216; n5 = 322.5544; n6 = 499.148;
n7 = 1072.543; n8 = 2663.013; n9 = 6566.001; n10 = 15410.459; n11 = 35414.779;
n12 = 80188.189; n13 = 177078.960; n14 = 388697.936; n15 = 850530.325; n16 = 1835847.582;
n17 = 3977177.832; n18 = 8721494.927; n19 = 19120835.527; n20 = 42098544.558;
n21 = 92940512.285; n22 = 203458923.000; n23 = 445270063.893; n24 = 985067938.878;
n25 = 2166385706.058; n26 = 4766167206.672.
The function can be easily transformed to the Laplace variable domain. Then it assumes the

form

L[w] =
26∑

i=1

mi
ŝ+ ni

(2.8)

where ŝ is dimensionless operator of the Laplace transformation ŝ = (R2/ν)s.
The values of the universal coefficients are determined in the following way, see Urbanowicz

and Zarzycki (2012)

n1u = n1 −B∗; n2u = n2 −B∗; . . . ; n26u = n26 −B∗

m1u =
m1
A∗
; m2u =

m2
A∗
; . . . ; m26u =

m26
A∗

where

A∗ =

√
1
4π

B∗ =
Reκ

12.86
=
2320κ

12.86
κ = log

15.29
Re0.0567

= log
15.29
23200.0567

The values of the universal coefficients of the laminar-turbulent weighting function are necessary
to determine the current shape of the weighting function used in numerical computations. Thus
the function defined by the universal coefficients

L[w] =
26∑

i=1

miu
ŝ+ niu

(2.9)

sufficiently well represents the nonstationary frictional loss model for both the laminar flow and
the turbulent flow, provided that the Reynolds number is determined earlier.
Performing the Laplace transformation on equations (2.1) and (2.2) for zero initial conditions

and then integrating the equations relative to the variable z with the limits of 0-L (L is the length
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of the hydraulic line) one gets a matrix transition function for a long hydraulic line. Assuming
a harmonic excitation, the function can be presented in the following form, see Kudźma et al.
(2002), Zarzycki (1994), Zarzycki et al. (2007)

[
p1
q1

]
= H(jω)

[
p2
q2

]
(2.10)

where: H(jω) is the matrix transition function, p1, p2, q1, q2 are harmonically variable deviations
from the mean value of the pressure and the rate of flow respectively. When at the harmonic
excitation a quasi-steady state is considered using the model with distributed parameters, the
transmittance matrix assumes the following form, see Kudźma (2012) and Zarzycki (1994)

H(jω) =

[
h11 h12
h21 h22

]
(2.11)

where the particular matrix terms are expressed by the relations

h11 = cosh(Tψzjω) h12 = Zcψz sinh(Tψzjω)

h21 =
1

Zcψz
sinh(Tψzjω) h22 = cosh(Tψzjω)

(2.12)

where: Zc = ρco/(πR2) is the characteristic impedance of the conduit, T = L/co – time constant.
ψz – operator defining the influence of viscosity (a viscosity function) expressed by

ψz =
ψ

jΩ
ψ = ε+ jδ (2.13)

ε – coefficient of sinusoidal pressure wave amplitude damping, δ relates to wave phase velocity,
j is the imaginary unit

ε =

√
−(Ω2 + 2b2Ω) +

√
(Ω2 + 2b2Ω)2 + (2b1Ω)2

2

δ =

√
(Ω2 + 2b2Ω) +

√
(Ω2 + 2b2Ω)2 + (2b1Ω)2

2

(2.14)

and

b1 = ℜ
(1
2
Ro
πR4

µ
+ 2jΩL[w]

)
b2 = ℑ

(1
2
Ro
πR4

µ
+ 2jΩL[w]

)
(2.15)

where: L[w] is simple Laplace transformation of the weighting function, Ω = ωR2/ν – dimen-
sionless frequency, ω – angular frequency of excitations, Ro – constant resistance calculated from
the Darcy-Weisbach formula

Ro =
λReµ
8πR4

(2.16)

λ – dimensionless coefficient of linear frictional losses, Re – Reynolds number, µ – dynamic vi-
scosity of the liquid. When only the quasi-steadyfrictional losses are taken into account, relations
(2.14) are reduced to the form, see Zarzycki (1994)

ε =

√
1
2
Ω

√√√√−1 +
√

1 +
(Ro
Ω

)2
δ =

√
1
2
Ω

√√√√1 +

√

1 +
(Ro
Ω

)2
(2.17)
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3. Branch damper dimensioning based on long hydraulic line equations

A branch damper is a conduit of proper length inserted at the right angle into the main conduit
and stoppered at its end. The principle of operation of the branch damper is based on the in-
terference of the pressure wave generated by an excitation with the pressure wave bounced off
the damper and propagating in the opposite direction. Thus the branch damper dimensioning
problem comes down to determining its length L0 depending on the frequency of the excitations
which are to be damped. There is a prevailing view that this damper is a narrow-band damper
and its effectiveness in reducing pressure fluctuations is limited to one frequency – the dam-
per resonance frequency, see Kudźma (2001, 2006), Wacker (1985), Kollek and Kudźma (1997),
Mikota and Manhartsgruber (2003). It is assumed that the damping effectiveness sharply dimini-
shes already at slight deviations from the resonance frequency. However, the above analyses were
based on the ideal liquid model (not representative of the real conditions) and their conclusions
have not always been corroborated in operational practice (Kudźma, 2001, 2006). A schematic
of the branch damper hydraulic system is shown in Fig. 1.

Fig. 1. Schematic of a branch damper hydraulic system

A branch damper mathematical model is defined by determining the damper input impe-
dance and finding its minimum corresponding to the maximum pressure fluctuation reduction
effectiveness. Three cases: lossless oscillatory flow, flow with quasi-steady losses and the case
with the nonstationary friction model are considered. In order to carry out an analysis of the
hydraulic system incorporating a branch damper one must first determine the operational impe-
dance ZT (s) = pT1(s)/QT1(s) in the supply station TT , where pT (s) and QT (s) are the Laplace
transforms of the deviations of the pressure pT and flow rate QT . Thus one should select an im-
pedance value which ensures the minimum variation of pressure pT . Treating the branch damper
with length L0 as a long hydraulic line, for a harmonic excitation one can write (consistently
with relations (2.12) and (2.13)) the following

[
pT1
QT1

]
=



cosh(TΨzjω) ZcΨz sinh(TΨzjω)
1

ZcΨz
sinh(TΨzjω) cosh(TΨzjω)



[
pT2
QT2

]
(3.1)

Since the flow is blocked at the damper end, QT2 = 0, the impedance Zd at the place where
the branch is connected, according to equation (3.1), has the form

Zd =
ρocoΨz

πR2 tanh L0Ψz jωco
(3.2)

When the lossless model is adopted, the viscosity function Ψz = 1 should be used in equation
(3.2), whereas for the quasi-steady frictional losses one should use relations (2.17). The nonsta-
tionary friction model is taken into account through equations (2.13)-(2.17) and substituting jΩ
for ŝ (the dimensionless operator of the Laplace transformation) in relation (2.9).
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Figure 2 shows an example of how the geometric parameters of the branch pressure fluctu-
ation damper are determined for the basic harmonic of pump 2110 (this type of pump was used
for experimental verification) manufactured by the Warsaw Waryński Construction Machine-
ry Plant. The dominant frequency in the pump delivery fluctuation spectrum follows from the
relation

fi =
npztK

60
(3.3)

where: np is the rotational speed of the pump shaft [rpm], zt – number of teeth, K – next
number of the harmonic component, f1 = 250Hz, zt = 10 teeth and pump shaft rotational
speed np = 1500 rpm−1. From formula (3.3), after transformations, it follows that the initial
damper impedance modulus |Zd| for the lossless model will be minimal when the following
condition is satisfied

ωw
co
L0 = Kπ +

π

2
(3.4)

whereK = 0, 1, 2, . . .. Using the dependence between the angular frequency ωw and frequency fw,
and the following expression for pressure wavelength λf (Kudźma, 2012)

λf =
co
fw

(3.5)

one can determine (from condition (3.5)) length L0 of the branch damper ensuring the maximum
pressure fluctuation amplitude damping for a given frequency fw as a function of length λf of
the pressure wave in the pipeline

L0 =
λf
4

(3.6)

Fig. 2. Modulus of the initial impedance |Zd| of the branch damper as a function of its length L0 for
different friction models at viscosity µ = 30 · 10−3Ns/m2, pressure wave propagation velocity

coszt = 1288m/s (acc. to Kudźma (2012)) and R = 4.5mm

Numerous numerical studies, corroborated by experiments, indicate that in order to obtain
the maximum pressure fluctuation damping for a given excitation frequency fw, the damper
length calculated for the ideal liquid should be shortened by the value of correction ∆L0 deter-
mined assuming the nonstationary friction model and introducing the notion of relative change χ
in damper length

χ =
∆L0
L0

(3.7)
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Fig. 3. Relative change χ in the branch damper length versus viscosity υ of the working medium

The numerically determined value of coefficient χ depending on the kinematic viscosity of the
oil is shown in Fig. 3.
In real conditions, the optimal length of the branch damper should be calculated from relation

L0opt =
λ

4
(1− χ) (3.8)

4. Experimental verification

Branch damper effectiveness tests and acoustic tests were carried out in the real loader
Ł-200 boom lifting gear system incorporating P2C2110C5B26A gear pump made by the War-
saw Waryński Construction Machinery Plant (the manufacturer-installed pump model). Figure 4
shows a schematic of the hydraulic system of the Ł-200 loader boom lifting gear which was pla-
ced in a sound chamber (the drive motor and the supply system were outside the chamber) with
an insulating power of 50 dB.

Fig. 4. Schematic of Ł-200 loader boom lifting gear hydraulic system with throttle valves and dampers:
1 – pump, 2 – distributor R1011VF1V, 3 – throttle valve, 4 – branch damper, 5 – branch damper λ/8,

6, 7 – pressure sensors

A retunable damper, with adjustable length Lo (and so with adjustable natural frequency)
was designed in order to experimentally verify the method of determining (selecting a friction
model) the optimal length. Figure 5 shows an axial cross section of the investigated damper.
The pressure fluctuation amplitude levels pT1 in the hydraulic system versus branch damper
length L0 are shown in Fig. 6. The damper whose length L0opt = 1.24m was determined on the
basis of the nonstationary friction model was found to be most effective. For the lossless model
the damper length was 1.28m, but the effectiveness of the damper was by 4 dB lower than that
of the damper with the nonstationary friction model.
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Fig. 5. Branch damper with retunable natural frequency: 1 – branch damper, 2 – piston, 3 – bleeder
screw, 4 – copper washer, 5 – cotter pin, 6 – sealing ring, 7 – connector shell, 8 – connecting nut,

9 – cutting ring, 10 – coupling shell, 11 – nut, 12 – cutting ring

Fig. 6. Pressure fluctuation amplitude levels pT1 in the hydraulic system versus the branch damper
length L0 – pump delivery fluctuation first harmonic f1 = 250Hz, average pressure pT = 10MPa

5. Conclusion

The branch damper whose dimensioning comes down to determining its length is effective in re-
ducing amplitudes only for specific frequencies. If in the first approximation the optimal length is
assumed in accordance with L0 = λf1/4 (leaving out oscillatory flow resistances in the damper),
the pressure fluctuation amplitude damping is obtained for the basic harmonic f1and harmo-
nic 3f1, i.e. generally fw = 2K − 1, K = 1, 2, 3, . . .. In order to suppress even harmonics, one
should assume damper length L0 = λf1/8 (λf1 – the wavelength for the basic harmonic). In
terms of pressure fluctuation effectiveness, the most advantageous solution is to use a double
branch damper. When the flow resistances are left out and the optimum length is adopted, the
particular pressure fluctuation components are suppressed completely. In real conditions, when
the nonstationary friction model is assumed, the optimal length of the branch damper for a given
excitation frequency is calculated from relation (3.2). One can determine the optimal branch
damper length using simplified relation (3.8) and the data shown in Fig. 3. In this case, the
following regularity is observed: the higher the coefficient of viscosity of the working liquid, the
shorter (by 2-15%) the optimal length in comparison with the length defined by formula (3.6) for



566 S. Kudźma, Z. Kudźma

the ideal liquid. When the double branch damper is installed in the outlet port of the pump in
the Ł-200 loader boom lifting system, the pressure fluctuation amplitude is reduced several times
in the whole range of the excitation frequencies, whereby the total noise (the measure of which
is the sound pressure level subject to correction) is reduced by a few to about twenty dB(A),
depending on the system load, see Fig. 7.

Fig. 7. Corrected sound pressure level LAdB(A) of Ł-200 loader boom lifting gear hydraulic system
with the double branched damper and without damper versus the forcing pressure pT
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In this paper, a non-isothermal flow of a micropolar fluid in a thin pipe with circular cross-
-section is considered. The fluid in the pipe is cooled by the exterior medium and the heat
exchange on the lateral part of the boundary is described by Newton’s cooling condition.
Assuming that the hydrodynamic part of the system is provided, we seek for the micropolar
effects on the heat flow using the standard perturbation technique. Different asymptotic
models are deduced depending on the magnitude of the Reynolds number with respect to
the pipe thickness. The critical case is identified and the explicit approximation for the fluid
temperature is built improving the known result for the classical Newtonian flow as well.
The obtained results are illustrated by some numerical simulations.

Keywords: pipe flow, heat conduction, micropolar fluid, asymptotic analysis

1. Introduction

The Navier-Stokes model of classical hydrodynamics is based on the assumption that the fluid
particles do not posses any internal structure. However, in the case of fluids whose particles
have complex shapes (e.g. polymeric suspensions, liquid crystals, muddy fluids, animal blood,
even water in models with small scales), fluid particles can exhibit some microscopical effects
such as rotation and shrinking. For such fluids, the local structure and micro-motions of the fluid
elements cannot be ignored and one of the best-established theories covering those phenomenae is
the micropolar fluid theory, introduced by Eringen (1966). Physically, micropolar fluids consist of
rigid, spherical particles suspended in a viscous medium where the deformation of the particles
is ignored. The individual particles may rotate (independently of the movement of the fluid)
and, thus, a new vector field, the angular velocity field of rotation of particles (microrotation)
is introduced to classical pressure and velocity fields. Correspondingly, one new vector equation
is added expressing the conservation of the angular momentum. As a result, a non-Newtonian
model is obtained representing an important generalization of the Navier-Stokes equations. As
such, it describes the behavior of numerous real fluids better than the classical model, especially
when the characteristic dimensions of the flow (e.g. diameter of the pipe) become very small.
Here we investigate the non-isothermal 3D flow of a micropolar fluid in a thin (or long)

cylindrical pipe. The problem is described by a complex nonlinear system of PDEs in which
micropolar equations are coupled with the heat conduction equation (see Lukaszewicz, 1999).
The full coupled system is very difficult to be handled, especially if one wants to analytically
construct an asymptotic approximation of the flow. Therefore, in this paper, we are going to
consider only the heat flow in a thin pipe assuming that the velocity distribution is known.
That means that the governing problem is being described by the non-stationary heat equation
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with given velocity in the convection term. In view of the applications we want to model (heat
exchangers, pipelines, etc.), we assume that the pipe is plunged in an ambient medium whose
temperature is different from the fluid temperature. The heat exchange between the fluid and
surrounding medium is being described by Robin’s boundary condition resulting from Newton’s
cooling law. Our goal is to derive a simplified mathematical model describing the asymptotic
behavior of the fluid temperature in such a situation.
Seeking primarily for the micropolar effects, one needs to focus on the convection term car-

rying the effects of the fluid microstructure in the velocity distribution. Following Marušić et al.
(2008), the idea is to assume that the Reynolds number may depend on the small parameter ε
(being the ratio between pipe thickness and its length) and to deduce various models depending
on its magnitude with respect to ε. In the mentioned paper, classical Newtonian flow has been
treated and the critical case is identified in which the effects of the convection term and the
surrounding temperature are of the same order. Avoiding computation of the formal asymptotic
expansion, the method employed by Marušić et al. (2008) is very elegant but, unfortunately,
cannot be employed in the micropolar setting. The reason lies in the fact that the approxima-
tion for velocity feels the microstructure effects in its corrector (see Appendix). In view of that,
we are forced to change the methodology and try to formally derive a higher-order asymptotic
approximation for the fluid temperature acknowledging the effects we seek for. Starting from the
non-dimensional setting and using the two-scale asymptotic technique, we manage to construct
an explicit approximation in the critical case clearly showing in which way the fluid microstruc-
ture and exterior temperature affect the heat flow inside the pipe. This is especially important
with regard to numerical computations.
The isothermal flow of a micropolar fluid was successfully considered both in 2D, see Dupuy

et al. (2004, 2008) and in a more realistic 3D case, see Pažanin (2011a,b). Taking into account the
thermal effects as well, non-isothermal flows have gained much attention in the recent years, see
e.g. Prathap Kumar et al. (2010), Si et al. (2013), Ali and Ashraf (2014). To our knowledge, so
far only simplified 2D setting (in which the microrotation is a scalar function) has been studied
and the influence of the surrounding medium has been neglected in the process. For that reason,
in the present paper we address the 3D problem in a cooled pipe describing a real-life situation.

2. Position of the problem

Let B = B(0, 1) ⊂ R
2 be a unit circle. We study the flow in a straight pipe with length L and

cross-section diameter d given by Ω̂ = {x̂ = (x̂1, x̂2, x̂3) ∈ R
3 : 0 < x̂1 < L, (x̂2, x̂3) ∈ dB}. We

take that the ratio ε = d/L is small meaning that we consider the problem in a cylindrical pipe
which is either very thin or very long. It is supposed that the pipe is filled with an incompressible
micropolar fluid. Motivated by the framework of heat exchangers, we assume that the fluid inside
the pipe is cooled by the exterior medium so we prescribe Newton’s cooling condition on the pipe
lateral boundary. As explained in Introduction, our intention is to study the thermodynamic part
of the system assuming that the velocity distribution is known and given by the approximation
provided in Appendix.
In such a situation, it is plausible to work with the problem written in a non-dimensional

form. In view of that, we introduce the non-dimensional variable x = (x1, x2, x3) = x̂/L and,
correspondingly, the domain Ωε = (0, 1) × εB. We denote by Γ ε = (0, 1) × ε∂B the lateral
boundary of the pipe. All physical properties of the fluid are assumed to be constant: ν – kine-
matic Newtonian viscosity, κ – thermal conductivity and cp – specific heat capacity at constant
pressure. We set density of the fluid to be equal to one, for the sake of notational simplicity. In
the non-dimensional framework, three characteristic numbers appear: Reε = ν−1U0L – Reynolds
number, Pr = κ−1νcp – Prandtl number and Nu = βLκ−1 – Nusselt number. Here U0 denotes the
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characteristic velocity of the fluid, while β stands for the heat transfer coefficient coming from
Newton’s cooling condition. We take the characteristic time of the process as T0 = L2cpκ−1 and,
correspondingly, introduce rescaled time as t = τ/T0. As a result, our problem for the unknown
fluid temperature Φε(x, t) can be written as follows

∂Φε

∂t
−∆Φε +ReεPrvε · ∇Φε = 0 in Ωε × (0, T )

Φε = θk for x1 = k (k = 0, 1)
(2.1)

∂Φε

∂n
= Nu(G− Φε) on Γ ε × (0, T ) Φε(x, 0) = Φ0(x) x ∈ Ωε (2.2)

The fluid velocity enters the above system as the known function vε(x1, x2, x3) =
uε(x1, x2/ε, x3/ε) with uε being provided in Appendix. Robin’s boundary condition (2.2)1 mo-
dels the heat exchange between the fluid inside the pipe and surrounding medium (n denotes
exterior unit normal on Γ ε). To simplify the calculations a little bit, exterior temperature G
and boundary temperatures θk are assumed to be independent of cross-section variables, i.e.
G = G(x1, t) and θk = θk(t) (k = 0, 1).
This is the formal setting of our problem. It consists of (linear) convection-diffusion equation

equipped with the appropriate mixed boundary conditions for temperature. The existence and
uniqueness issues for such a problem are resolved and well-known (see e.g. Ladyzhenskaya et
al., 1967) and, thus, are not going to be discussed here. Using asymptotic analysis with respect
to ε, we want to derive a macroscopic law describing the behavior of fluid temperature clearly
acknowledging the effects of the fluid microstructure and surrounding temperature.

3. Asymptotic analysis

Denoting x′ = (x2, x3), we introduce the fast variable y′ = (y2, y3) as y′ = x′/ε. Correspondingly,
we introduce the new unknown function ϕε(x1, y′, t) = Φε(x1, εy′, t). Taking into account that
uε(x1, y′) = u0(y′) + εu1(x1, y′) (see Appendix), ϕε satisfies the following (rescaled) equation

∂ϕε

∂t
− 1
ε2
∆y′ϕ

ε − ∂2ϕε

∂x21
+ PrReε

(
u10
∂ϕε

∂x1
+ u21

∂ϕε

∂y2
+ u31

∂ϕε

∂y3
+ εu11

∂ϕε

∂x1

)
= 0 (3.1)

The above equation is posed in Ω × (0, T ), where Ω = (0, 1) × B. Here and in the sequel, we
denote

∆y′φ =
∂2φ

∂y22
+
∂2φ

∂y23
∇y′φ =

∂φ

∂y2
e2 +

∂φ

∂y3
e3

for a scalar function φ and Cartesian basis (e1, e2, e3). Newton’s cooling condition (2.2)1 after
rescaling has the following form

∇y′ϕε · y′ = εNu(G− ϕε) on Γ × (0, T ) (3.2)

We express the unknown temperature ϕε as an asymptotic expansion in powers of the small
parameter ε

ϕε(x1, y′, t) = ϕ0(x1, y′, t) + εϕ1(x1, y′, t) + ε2ϕ2(x1, y′, t) + . . . (3.3)

and substitute it in (3.1) and (3.2). It is essential to observe the following: if we kept the Reynolds
number Reε constant (independent of ε), then we would obtain no contribution of the convection
term in the macroscopic model. In fact, the exterior temperature G would completely dominate
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the process and no effects of the fluid microstructure could be observed (see a) below). Thus, we
adopt the idea from Marušić et al. (2008) and use the fact that Reε can be compared with the
small parameter ε in a various way leading to possible different asymptotic models depending
on its order of magnitude. Indeed, plugging (3.3) in (3.1) and (3.2), after collecting equal powers
of ε, we detect two characteristic cases:

1. Reε ≪ O
(1
ε

)

The lowest order approximation satisfies the following problem

1
ε2
: ∆y′ϕ0 = 0 in B 1 : ∇y′ϕ0·y′ = 0 on ∂B, (x1, t) ∈ (0, 1)×(0, T )

(3.4)

providing ϕ0 = ϕ0(x1, t). The next term in the expansion is given by

1
ε
: ∆y′ϕ1 = 0 in B 1 : ∇y′ϕ1 · y′ = Nu(G− ϕ0) on ∂B

For fixed (x1, t) ∈ (0, 1) × (0, T ), this is the standard Neumann problem for the Laplace
equation. Thus, it will be solvable if

∫
∂B Nu(G − ϕ0) dy′ = 0 implying ϕ0 = G. It means

that, for Reε ≪ O(1/ε), the fluid inside the pipe assumes temperature of the surrounding
medium and that the effects of the boundary temperature θk are negligible. Moreover, the
micropolar effects do not appear even in higher-order terms.

2. Reε ≫ O
(1
ε

)

In this case, the convection term becomes dominant, but ∇y′ϕ0 · y′ = 0 on ∂B (see (3.2)).
Therefore, we conclude that the effects of the surrounding temperature G would be negli-
gible on this assumption.

Taking into account the above discussion, we conclude that the most interesting case is when
Reε = O(1/ε) since it will lead to the asymptotic model in which all the effects we seek for are
balanced. Thus, in the sequel, we perform careful analysis in this critical case.

3.1. Critical case Reε = O
(1
ε

)

To simplify the notation let us take Reε = 1/ε. The zero order term in the asymptotic
expansion is described by problem (3.4) so, as above, we conclude ϕ0 = ϕ0(x1, t). However, the
next term is given by

1
ε
: ∆y′ϕ1 = Pru

1
0

∂ϕ0
∂x1

in B ε : ∇y′ϕ1 · y′ = Nu(G− ϕ0) on ∂B (3.5)

Taking into account that u10 = 2Q(1− |y′|2) (see Appendix), the compatibility condition for the
existence of the solution to problem (3.5) gives

PrQ
∂ϕ0
∂x1
− 2Nu(G− ϕ0) = 0 in (0, 1) × (0, T ) (3.6)

For fixed t ∈ (0, T ), this is in fact, a linear ODE for ϕ0 (with respect to x1) which can be
easily solved. To assure uniqueness, we need one boundary condition and the natural choice is
ϕ0(0, t) = θ0. Such a choice of the boundary condition is obvious from the physical point of view
(the temperature of the fluid exiting the pipe should not be prescribed in advance) and has been



Heat flow through a thin cooled pipe filled... 573

rigorously justified in the case of Newtonian flow, see Marušić et al. (2008). Consequently, we
obtain

ϕ0(x1, t) = e
− 2Nu
PrQ
x1

(
θ0(t) +

2Nu
PrQ

x1∫

0

e
2Nu

PrQ
ξG(ξ, t) dξ

)
(3.7)

In view of (3.6), the problem for ϕ1 becomes

∆y′ϕ1 = 4Nu(G− ϕ0)(1− |y′|2) in B

∇y′ϕ1 · y′ = Nu(G− ϕ0) on ∂B
(3.8)

It can be explicitly solved by passing to polar coordinates, leading to

ϕ1(x1, y′, t) = Nu(G− ϕ0)
(
|y′|2 − 1

4
|y′|4

)
+ C(x1, t) (3.9)

Here C(x1, t) is a function to be determined after identifying the problem for ϕ2

1 :
∂ϕ0
∂t
−∆y′ϕ2 −

∂2ϕ0
∂x21
+ Pr

(
u10
∂ϕ1
∂x1
+ u21

∂ϕ1
∂y2
+ u31

∂ϕ1
∂y3
+ u11

∂ϕ0
∂x1

)
= 0 in B

ε2 : ∇y′ϕ2 · y′ = −Nuϕ1 on ∂B, (x1, t) ∈ (0, 1) × (0, T )
(3.10)

The above system will be solvable if and only if

π
∂ϕ0
∂t
− π∂

2ϕ0
∂x21
+Pr

∫

B

u10
∂ϕ1
∂x1

dy′ + Pr
∫

B

u21
∂ϕ1
∂y2

dy′ + Pr
∫

B

u31
∂ϕ1
∂y3

dy′

+ Pr
∂ϕ0
∂x1

∫

B

u11 dy
′ = −Nu

∫

|y′|=1

ϕ1 dy
′

(3.11)

The components of the velocity corrector u1 appearing in (3.10)1 have the following form (see
Appendix)

u11(x1, y
′) =
1
8
(|y′|2 − 1)

[( df2
dx1
+ 2N2

g3
2R1 +R2

)
y2 +

( df3
dx1
− 2N2 g2

2R1 +R2

)
y3
]

u21(x1, y
′) = − N

2

8R1
g1(x1)(1− |y′|2)y3

u31(x1, y
′) =

N2

8R1
g1(x1)(1− |y′|2)y2

Taking into account expression (3.9), by direct integration we obtain that the last three integrals
on the left-hand side in (3.11) are equal to zero. Thus, from (3.11) we deduce an equation for
C(x1, t)

PrQ
∂C

∂x1
+ 2NuC = D

D(x1, t) =
∂ϕ0
∂t
− ∂2ϕ0

∂x21
+
7QNuPr
24

(∂ϕ0
∂x1
− ∂G

∂x1

)
+
3
2
Nu2(ϕ0 −G)

Endowing it with the boundary condition C(0, t) = 0, we get

C(x1, t) =
1
PrQ
e−
2Nu

PrQ
x1

x1∫

0

e
2Nu

PrQ
ξ
D(ξ, t) dξ. (3.12)
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Remark 1. The corrector ϕ1 is computed to satisfy equation (3.8)1 and cooling condition (3.8)2.
Note that the boundary condition at x1 = 0 could not be taken into account in the process.
As a consequence, ϕ1(0, y′, t) 6= 0 implying ϕ0 + εϕ1 6= θ0, i.e. the boundary temperature
at the inlet is being modified by the higher-order term. We can fix that by introducing
the appropriate boundary layer corrector depending on the dilated variable (y1, y′) =
(x1/ε, x′/ε), see e.g. Marušić-Paloka and Pažanin (2009). However, such a corrector would
have an exponential decay towards zero (as y1 → +∞) meaning that it would not affect
the approximation outside the boundary layer (it would only serve for the convergence
proof which is out of the scope of the present paper). Thus, there is no reason to formally
correct the approximation ϕ0 + εϕ1 in the vicinity of x1 = 0 since the effects of such
correction would not contribute to the macroscopic model except in the small boundary
layer near the pipe inlet.

The corrector ϕ1 is given in an explicit form by (3.9) and (3.12). We observe that there
are contributions of surrounding and boundary temperature, but we find no micropolar effects
at this order. Therefore, we have to continue computation and try to construct a higher-order
corrector ϕ2. Taking into account (3.7) and (3.9) and the expression for the velocity distribution,
problem (3.10) can be written as

∆y′ϕ2 =
[
−∂ϕ0
∂t
+
2Nu
PrQ

∂G

∂x1
+
(2Nu
PrQ

)2
(ϕ0 −G)

]
(1− 2|y′|2)− 4NuC(1− |y′|2)

−Nu2(G− ϕ0)(1 − |y′|2)
(11
6
+ 4|y′|2 − |y′|4

)

+
1
2
PrNuQ

∂G

∂x1
(1− |y′|2)

(
−7
6
+ 4|y′|2 − |y′|4

)

+
Nu
4Q
(ϕ0 −G)(1 − |y′|2)H1y2 +

Nu
4Q
(ϕ0 −G)(1 − |y′|2)H2y3 in B

∇y′ϕ2 · y′ = −
3
4
Nu2(G− ϕ0)−NuC on ∂B, (x1, t) ∈ (0, 1) × (0, T )

(3.13)

Here we denote

H1(x1) =
df2
dx1
+ 2N2

g3
2R1 +R2

H2(x1) =
df3
dx1
− 2N2 g2

2R1 +R2

coming from u11. Problem (3.13) can be analytically solved by introducing six auxiliary problems
corresponding to each term on the right-hand side of (3.13)1 and passing to polar coordinates.
We leave the reader to confirm that

ϕ2(x1, y′, t) =
[
−∂ϕ0
∂t
+
2Nu
PrQ

∂G

∂x1
+
(2Nu
PrQ

)2
(ϕ0 −G)

](1
4
|y′|2 − 1

8
|y′|4

)

−NuC
(
|y′|2 − 1

4
|y′|4

)
−Nu2(G− ϕ0)

(11
24
|y′|2 + 13

96
|y′|4 − 5

36
|y′|6 + 1

64
|y′|8

)

+
1
2
PrNuQ

∂G

∂x1

(
− 7
24
|y′|2 + 31

96
|y′|4 − 5

36
|y′|6 + 1

64
|y′|8

)

+
Nu
4Q
(G− ϕ0)

( df2
dx1
+
2N2g3
2R1 +R2

)(1
6
− 1
8
|y′|2 + 1

24
|y′|4

)
y2

+
Nu
4Q
(G− ϕ0)

( df3
dx1
− 2N2g2
2R1 +R2

)(1
6
− 1
8
|y′|2 + 1

24
|y′|4

)
y3

(3.14)

This is the end of the formal derivation. Our asymptotic solution has the following form

ϕεapprox(x1, y
′, t) = ϕ0(x1, t) + εϕ1(x1, y′, t) + ε2ϕ2(x1, y′, t)

(x1, y′) ∈ Ω t ∈ (0, T )
(3.15)



Heat flow through a thin cooled pipe filled... 575

Since the functions ϕi (i = 0, 1, 2) are all given in the explicit form, see (3.7), (3.9), (3.14), we can
easily detect all the effects we were originally interested for. The first part of the solution, namely
ϕ0+εϕ1, is influenced by the effects of cooling and upstream boundary temperature, and it can be
viewed as an improvement of the result by Marušić et al. (2008) for the classical Newtonian flow.
No effects of the fluid microstructure can be seen there. However, in the second-order corrector ϕ2
we can clearly observe the correction coming due to the non-Newtonian (micropolar) nature of
the fluid. The correction, i.e. the difference between ϕ0+εϕ1 and ϕεapprox can be clearly observed
in the numerical examples in the following Section as well.

4. Numerical examples

In this Section we aim to visually compare the function ϕ0+εϕ1 (representing the approximation
for the Newtonian flow) with the asymptotic approximation ϕεapprox for the generalized micro-
polar flow. It must be emphasized that there is very little information in the existing literature
concerning the values of micropolar parameters. We use the reference by Papautsky et al. (1999)
where ν = 2.9 · 10−3, νr = 2.32 · 10−4, ca + cd = 10−6 are reported for the micropolar viscosity
constants. Furthermore, we neglect the body force f , while g is taken to be a point couple, see
e.g. Shu and Lee (2008) (sequence δn = n/[π(1 + n2x21)] is employed to approach the sifting
property of the Dirac delta function). Exterior and boundary temperatures are assumed to be
constant (G = 10, θ0 = 35), while for the remaining constants we take Nu = 3.66, Pr = 4.8
and Q = 81. Polar coordinates (|y′|, ϑ) are used to describe the domain cross-section B, and 2D
comparisons for different magnitudes of the small parameter ε are presented (see Figs. 1 and 2).

Fig. 1. Temperature distribution for the variable x1 for a fixed |y′| and polar angle ϑ = π/2

Fig. 2. Temperature distribution for the variable |y′| (with ϑ = π/2) and for a fixed x1
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5. Concluding remarks

We derived the asymptotic model describing the heat flow through a cylindrical pipe (with
thickness O(ε)) in the critical case where the effects of micropolarity, surrounding medium and
entering temperature are balanced. The discussion at the beginning of Sec. 3 suggested that the
critical case is reached when the Reynolds number is of orderO(ε−1). As presented, the correctors
in the asymptotic expansion for the fluid temperature can be explicitly computed clearly showing
the difference between the classical Newtonian and micropolar flow. It is important to observe
that such a more accurate approximation, is particularly interesting if ε is not too small (e.g.
ε = 0.2 or ε = 0.05 as chosen in the numerical examples). Indeed, the smaller ε becomes, the
difference between the Newtonian and micropolar flow becomes the less obvious (see Figs. 1
and 2). Moreover, by keeping ε in such a range, we ensure that the critical value of the Reynolds
number is not exceeded, i.e. the flow stays in the laminar regime (not becoming turbulent, so
we can use the laminar velocity profile from Appendix).
Let us discuss in more details the numerical results obtained in Sec. 4. First, in Fig. 1, we

fix the cross-section variable and consider the temperature variations for the variable x1. The
result clearly suggests that, except in the small boundary layer near the left end of the pipe, the
micropolar nature of the fluid enhances the cooling as we move along the pipe. Note that the
value of the temperature at x1 = 0 is a bit lower than the imposed θ0 = 35. That is essentially
due to the fact that we have computed the correctors to satisfy the heat equation and the cooling
condition, while the boundary condition at the pipe inlet has been neglected. Consequently, a
boundary layer appear (in the vicinity of x1 = 0) having no influence on the effective flow far
from the pipe inlet, as explained in Remark 1. On the other hand, by fixing x1, from Fig. 2
we deduce that the micropolar effects enhances the cooling far from the pipe lateral boundary.
Indeed, as we approach the boundary, those effects become negligible due to the influence of the
surrounding temperature.
To conclude, we believe that the above observations could improve the known engineering

practice by acknowledging the obtained micropolar effects on the cooling process.

Appendix A. Approximation for the velocity

For reader’s convenience, here we provide an asymptotic approximation for the fluid velocity
used in the main part of the paper. For detailed (formal) derivation, we refer the reader to
Pažanin (2013). Rigorous justification can be recovered from Pažanin (2011).
We start from the linearized micropolar equations (see Lukaszewicz, 1999)

− (ν + νr)∆ûε +∇p̂ε = 2νr rot ŵε + f̂
div ûε = 0 in Ω̂ε

− (ca + cd)∆ŵε − (c0 + cd − ca)∇ div ŵε + 4νrŵε = 2νr rot ûε + ĝ
(A.1)

The unknowns are: velocity ûε, pressure p̂ε and microrotation ŵε. Positive constants νr, c0, ca, cd
represent new viscosity coefficients coming from the asymmetry of the stress tensor. Due to the
pipe thickness, the body force f̂ = f̂(x̂1) and body couple ĝ = ĝ(x̂1) are assumed to depend
only on the variable going along the pipe. We use standard Dirichlet boundary conditions for
the velocity and microrotation and prescribe the pressure drop q̂0 − q̂L between the pipe ends

ûε = 0 on Γ̂ ε e1 × ûε = 0
p̂ε = q̂i for x̂1 = i (i = 0, L) ŵε = 0 on ∂Ω̂ε

(A.2)
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Since we need to work in non-dimensional framework, we introduce

x1 =
x̂1
L

y2 =
x̂2
εL

y3 =
x̂3
εL

uε =
ûε

U0
wε =

L

U0
ŵε

pε =
ε2L

U0(ν + νr)
p̂ε f =

ε2L2

U0(ν + νr)
f̂ g =

ε2L

U0(ν + νr)
ĝ

When considering micropolar flows, three non-Newtonian characteristic numbers appear

R1 =
ca + cd
(ν + νr)L2

R2 =
c0 + cd − ca
(ν + νr)L2

N2 =
νr

ν + νr
(A.3)

The parameters Ri are related to characteristic length of the microrotation effects, while N
characterizes the coupling between the equations for velocity and microrotation. Note that for
N = 0, the above system becomes decoupled and (A.1)1 and (A.1)2 reduce to classical Navier-
-Stokes equations. In view of that, equations (A.1) in the dimensionless form read

−∆y′uε − ε2
∂2uε

∂x21
+
1
ε
∇y′pε +

∂pε

∂x1
e1

= 2N2
[
ε
(∂wε3
∂y2
− ∂wε2
∂y3

)
e1 + ε rot y′wε1 − ε2

∂wε3
∂x1
e2 + ε2

∂wε2
∂x1
e3
]
+ f

div y′u
ε + ε

∂uε1
∂x1
= 0

−R1
(
∆y′w

ε + ε2
∂2wε

∂x21

)
−R2

[
∇y′( div y′wε) + ε

∂

∂x1
( div y′w

ε)e1

+ ε∇y′
(∂wε1
∂x1

)
+ ε2

∂2wε1
∂x21
e1
]
+ 4N2ε2wε

= 2N2
[
ε
(∂uε3
∂y2
− ∂uε2
∂y3

)
e1 + ε rot y′u

ε
1 − ε2

∂uε3
∂x1
e2 + ε2

∂uε2
∂x1
e3
]
+ g

(A.4)

where

div y′v =
∂v2
∂y2
+
∂v3
∂y3

rot y′vi =
∂vi
∂y3
e2 −

∂vi
∂y2
e3 vi = v · ei

Now we construct the approximation for the fluid velocity uε by plugging the asymptotic
expansions

uε(x1, y′) = u0(x1, y′) + εu1(x1, y′) + . . .

wε(x1, y′) = w0(x1, y′) + εw1(x1, y′) + . . .

pε(x1, y′) = p0(x1) + εp1(x1, y′) + . . .

(A.5)

into system (A.4) and collecting the terms with equal powers of ε. The zero-order approximation
turns out to be the standard Poiseuille solution given by

u0(y′) = 2Q(1− |y′|2)e1

Q =
1
π

∫

B

u10 dy
′ =
1
8

(
q0 − q1 +

1∫

0

f1(ξ) dξ

)
(A.6)

Since we observe no effects of the microstructure here, we have to derive a lower-order term u1
from the velocity expansion. Continuing computation, we arrive at
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u11(x1, y
′) =
1
8
(|y′|2 − 1)

[( df2
dx1
+ 2N2

g3
2R1 +R2

)
y2 +

( df3
dx1
− 2N2 g2

2R1 +R2

)
y3
]

u21(x1, y
′) = − N

2

8R1
g1(x1)(1 − |y′|2)y3

u31(x1, y
′) =

N2

8R1
g1(x1)(1 − |y′|2)y2

(A.7)

Finally, our asymptotic approximation for the fluid velocity reads

uε(x1, y′) = u0(y′) + εu1(x1, y′) (x1, y′) ∈ Ω (A.8)
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The paper is devoted to elastic buckling of a symmetrical triangular frame under tensile
in-plane load. Three mathematical models of the triangular frame are formulated. The first
model deals with the pre-buckling state, the second one with the in-plane buckling state,
and the third one with the lateral buckling state of the frame. The FEM-numerical model of
the frame is formulated and the critical loads are calculated. The comparison of the results
obtained in the analytical and numerical-FEM analysis is presented in tables and graphs in
figures.

Keywords: triangular frame, elastic buckling, critical load, mathematical model

1. Introduction

The theoretical basis of buckling problems of structures is elaborated in many papers and mo-
nographs. Horne and Merchant (1965) described the problem of stability of frames. Thompson
and Hunt (1973) presented a general theory of elastic stability of structures. Budiansky (1974)
presented the theory of buckling and post-buckling behaviour of elastic structures. Chen and
Liu (1987) described the theory of stability and implementation for structures. Bažant and Ce-
dolin (1991) presented an extensive review of stability problems of structures: columns, frames,
thin-walled beams, plates and shells. Simitses and Hodges (2006) presented the fundamentals of
structural stability for columns, beams, rings and arches. Van der Heijden (2008) described the
elastic stability of solids and structures formulated and studied by professor W.T. Koiter. Kaveh
and Salimbahram (2007) presented a methodology for efficient calculation of buckling loads for
symmetric rectangular frame structures. Şakar et al. (2012) presented FEM study of dynamic
stability of a multi-span rectangular frame subjected to periodic loading.
The problem of triangular frame stability has been presented in literature only in several

publications. For example, Magnucki and Milecki (2012) presented flat elastic buckling of the
brake triangle in freight wagons, while Sobaś (2010) described the strength problems, especially
the fatigue strength of the brake triangles.
The subject of theoretical study presented in this paper is a symmetrical triangular frame

under tensile in-plane load (Fig. 1). The vertex C of the frame is fixed, whereas the vertexes A
and B are simply supported in the plane of the triangular frame.
The arms of length L1 are connected with a cross-beam of length L2. The cross-section of

the arms is rectangular, while the cross-section of the cross-beam is a circular ring (Fig. 2).
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Fig. 1. Scheme of the symmetrical triangular frame with the load

Fig. 2. Cross-section of the arms – 1 and cross-beam – 2

2. Mathematical models

2.1. Pre-buckling state

A half of the symmetrical triangular frame with the load F , internal normal force N2 and
bending moment M2 for the pre-buckling state is shown in Fig. 3.

Fig. 3. Scheme of a half of the frame for the pre-buckling state

The normal forces N(xi) and bending moments Mb(xi) in the elements of the frame:
• arm – 1

N(x1) = N1 = N2 cosα+
1
2
F sinα Mb(x1) =

(
N2 sinα−

1
2
F cosα

)
x1 +M2 (2.1)

• cross-beam – 2

N(x2) = N2 Mb(x2) =M2 (2.2)
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The elastic strain energy of the frame is

Uε =
1
2EA1

L1∫

0

[N(x1)]2 dx1 +
1

2EJ (1)z

L1∫

0

[Mb(x1)]
2 dx1 +

1
2EA2

L2/2∫

0

[N(x2)]2 dx2

+
1

2EJ (2)z

L2/2∫

0

[Mb(x2)]2 dx2

(2.3)

where A1 = bc, A2 = π(d21 − d20)/4 are the areas of the cross-sections of the arm and the cross-
beam, J (1)z = bc3/12, J (2)z = π(d41 − d40)/64 – inertia moments of the cross-sections of the arm
and the cross-beam, E – Young’s modulus.
Taking into account the theorem of Menabrea, two conditions are formulated

∂Uε
∂N2
=
1
A1

L1∫

0

N(x1) cosα dx1 +
1

J
(1)
z

L1∫

0

Mb(x1)x1 sinα dx1 +
1
A2

L2/2∫

0

N2 dx2 = 0

∂Uε
∂M2

=
1

J
(1)
z

L1∫

0

Mb(x1) dx1 +
1

J
(2)
z

L2/2∫

0

M2 dx2 = 0

(2.4)

Thus, after integration, two equations are obtained

α11
M2
L2
+ α12N2 =

1
2
β1F α21

M2
L2
+ α22N2 =

1
8
F (2.5)

from which

N2 =
1
2
α11 − 4β1α21α11
α22 − α12α21

F M2 =
1
8
4β1α22 − α12

α11α22 − α12α21
FL2 (2.6)

where

α11 =
A2L

2
2

4J (1)z

sinα
cos2 α

α12 = 1 +
A2
A1
cosα+

A2L
2
2

12J (1)z

sin2 α
cos3 α

β1 =
( A1L

2
2

12J (1)z cos2 α
− 1

)A2
A1
sinα α21 = 1 +

J
(1)
z

J
(2)
z

cosα α22 =
1
4
tanα

Thus, the normal tension force of arm (2.1) is as follows

N1 =
1
2

( α11 − 4β1α21
α11α22 − α12α21

cosα+ sinα
)
F (2.7)

The normal force N2 (2.6)1 is a compressive force acting on the cross-beam which causes buckling
of the frame.

2.2. Flat buckling state – critical load

The critical state for the flat buckling of the symmetrical triangular frame is demonstrated
by symmetrical flexure of the cross-beam and the angles of rotation of the vertexes A and B in
the xy plane. A scheme of the flat buckling mode for one half of the frame is shown in Fig. 4.
Short discussion of this buckling problem was presented by Bažant and Cedolin (1991).
The detailed scheme of the load and displacements for the arm and the cross-beam of the

frame is presented in Fig. 5.
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Fig. 4. Scheme of the flat buckling mode

Fig. 5. Scheme of the load and displacements for the flat buckling state

The bending moment in the arm

Mb(x1) =MA −N1v1(x1)−RAyx1 (2.8)

The differential equation of the bending line of the arm

EJ (1)z
d2v1
dx21
−N1v1(x1) = −MA +RAyx1 (2.9)

or

d2v1
dx21
− k21yv1(x1) = −

MA

EJ
(1)
z

+
RAyx1

EJ
(1)
z

(2.10)

where k1y =
√
N1/(EJ

(1)
z ) is a coefficient.

The solution of this equation is in the form

v1(x1) = C
(1)
1 sinh(k1yx1) + C

(1)
2 cosh(k1yx1) +

MA
N1
− RAy

N1
x1 (2.11)

where C(1)1 , C
(1)
2 are the integration constants.
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The boundary conditions are as follows

v1(0) = 0 v1(L1) = 0
dv1
dx1

∣∣∣∣∣
L1

= 0 (2.12)

from which

C
(1)
1 =

MA
N1

1 + k1yL1 sinh(k1yL1)− cosh(k1yL1)
k1yL1 cosh(k1yL1)− sinh(k1yL1)

C
(1)
2 = −

MA
N1

(2.13)

and the reaction

RAy = k1yMA
[1 + k1yL1 sinh(k1yL1)− cosh(k1yL1)

k1yL1 cosh(k1yL1)− sinh(k1yL1)
cosh(k1yL1)− sinh(k1yL1)

]
(2.14)

Thus, the angle of the A vertex rotation in the xy plane is

θ
(1)
A =

dv1
dx1

∣∣∣∣∣
0

=
MAL1

EJ
(1)
z

f1y(k1yL1) (2.15)

where

f1y(k1yL1) =
1

k1yL1

{
sinh(k1yL1)−

1 + k1yL1 sinh(k1yL1)− cosh(k1yL1)
k1yL1 cosh(k1yL1)− sinh(k1yL1)

[cosh(k1yL1)− 1]
}

(2.16)

Similarly, the bending moment in the cross-beam is

Mb(x2) = −MA +N2v2(x2) (2.17)

The differential equation of the bending line

d2v2
dx22
+ k22v2(x2) =

MA

EJ
(2)
z

(2.18)

where k2 =
√
N2/(EJ

(2)
z ) is a coefficient.

The solution of this equation is

v2(x2) = C
(2)
1 sinh(k2x2) + C

(2)
2 cosh(k2x2) +

MA
N2

(2.19)

The boundary conditions

v2(0) = 0 v2(L2) = 0 (2.20)

from which the integration constants are

C
(2)
1 = −

MA
N2

1− cos(k2L2)
sin(k2L2)

C
(2)
2 = −

MA
N2

(2.21)

Thus, the angle of the A vertex rotation in the xy plane is

θ
(2)
A =

dv2
dx2

∣∣∣∣∣
0

= −MAL2
EJ
(2)
z

1− cos(k2L2)
k2L2 sin(k2L2)

(2.22)
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The consistency condition for the angles of in-plane rotation of the vertex A for the arm and
cross-beam

θ
(1)
A = θ

(2)
A (2.23)

from which the nonlinear algebraic equation is in the following form

kJzzf1y(k1yL1) + 2
1− cos(k2L2)
k2L2 sin(k2L2)

= 0 (2.24)

where kJzz = J
(2)
z /(J (1)z cosα) is a dimensionless parameter.

Taking into account the normal forces N2 (2.6)1 and N1 (2.7), the critical load from this
equation is determined.

2.3. Lateral buckling state – critical load

The critical state for the lateral buckling of the triangular frame is demonstrated by sym-
metrical flexure of the cross-beam in the xz plane and the corresponding angles of rotation of
the vertexes A and B. A scheme of the lateral buckling mode for the half of the frame is shown
in (Fig. 6).

Fig. 6. Scheme of the lateral buckling mode

The flexure of the cross-beam in the xz plane causes bending and torsion of the arms. A
scheme of the moments in the vertex A is shown in Fig. 7.

Fig. 7. Scheme of the moments in the vertex A
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The bending moment M (1)Ay and torsional moment M
(1)
At in the vertex A for the arm are

M
(1)
Ay =M

(2)
Ay cosα M

(1)
At =M

(2)
Ay sinα (2.25)

where M (2)Ay is the bending moment in the vertex A for the cross-beam.

Analogically, the bending angle θ(1)Ab and torsion angle θ
(1)
At in the vertex A for the arm are

θ
(1)
Ab = θ

(2)
A cosα θ

(1)
At = θ

(2)
A sinα (2.26)

where θ(2)A is the bending angle in the vertex A for the cross-beam.
The detailed scheme of the load and displacements for the arm and the cross-beam of the

frame is presented in Fig. 8.

Fig. 8. Scheme of the load and displacements for lateral buckling state

The bending moment in the arm is

Mb(x1) =M
(1)
Ay −N1w1(x1)−RAzx1 (2.27)

This bending problem is analogous to the bending of the arm for flat buckling state (10), thus
the bending angle of the vertex A is

θ
(1)
Ab =

dw1
dx1

∣∣∣∣∣
0

=
M
(1)
AyL1

EJ
(1)
y

f1z(k1zL1) (2.28)

where

f1z(k1zL1) =
1

k1zL1

{
sinh(k1zL1)−

1 + k1zL1 sinh(k1zL1)− cosh(k1zL1)
k1zL1 cosh(k1zL1)− sinh(k1zL1)

[cosh(k1zL1)− 1]
}

(2.29)

and k1z =
√
N1/(EJ

(1)
y ) is a coefficient, J

(1)
y = b3c/12 – inertia moment of the cross-sections of

the arm.
The torsion angle θ(1)At in the vertex A

θ
(1)
At =

M
(1)
At L1

GJ
(1)
t

= 2(1 + ν)
M
(1)
At L1

EJ
(1)
t

(2.30)

where: G = E/[2(1+ ν)] is the shear modulus of elasticity, ν – Poisson’s ratio, and the torsional
constant J (1)t of the rectangular cross-section
• for b ¬ c

J
(1)
t = µb

3c µ =
1
3
−
[
0.178 + 0.153

b

c
− 0.138

( b
c

)2]
(2.31)

• for c ¬ b

J
(1)
t = µbc

3 µ =
1
3
−
[
0.178 + 0.153

c

b
− 0.138

(c
b

)2]
(2.32)
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The bending moment in the cross-beam is

Mb(x2) = −M2Ay +N2w2(x2) (2.33)

This bending problem is analogous to the bending of the cross-beam for flat buckling state
(2.17), thus the bending angle of the vertex A is

θ
(2)
A =

dw2
dx2

∣∣∣∣∣
0

= −
M
(2)
AyL2

EJ
(2)
z

1− cos(k2L2)
k2L2 sin(k2L2)

(2.34)

Taking into account expressions (2.26) for the bending angle θ(1)Ab and torsion angle θ
(1)
At , the

consistency condition for the angles of the vertex A is as follows

θ
(1)
Ab cosα+ θ

(1)
At sinα = θ

(2)
A (2.35)

Substituting expressions (2.28) and (2.30) into equation (2.35) and making simple transforma-
tion, the nonlinear algebraic equation is obtained in the following form

kJzyf1z(k1zL1) cos2 α+ 2(1 + ν)kJzt sin2 α+ 2
1− cos(k2L2)
k2L2 sin(k2L2)

= 0 (2.36)

where: kJzy = J
(2)
z /(J (1)y cosα), kJzt = J

(2)
z /(J (1)t cosα) are dimensionless parameters.

Taking into account the normal forces N2 (2.6)1 and N1 (2.7), the critical load from this
equation is determined.

2.4. Example of the triangular frame – values of the critical load

An examplary calculation of the critical load is carried out for a symmetrical triangular
frame: length of the cross-beam L2 = 1352mm, angle between the arms and the cross-beam
α = π/9, diameters of the cross-section of the cross-beam d0 = 50mm, d1 = 60mm, area of
the cross section of the arms A1 = 1000mm2 and material constants E = 2 · 105MPa, ν = 0.3.
Models with different b parameter have been investigated. Values of other parameters are the
same as the parameters of the construction which is used in railway industry. The values of
critical loads F (Anal)CR, F lat and F

(Anal)
CR, Lat have been calculated on the basis of non-linear algebraic

equations (2.24) and (2.36), respectively. The results of calculations are specified in Table 1.

Table 1. Values of critical loads – analytical solution

b [mm] 15 20 25 31.623 35 40 50 60

F
(Anal)
CR, F lat [kN] 360.6 403.0 448.2 510.0 541.5 587.1 672.5 747.8

F
(Anal)
CR,Lat [kN] 363.9 394.6 403.4 399.2 388.7 377.1 357.1 342.8

Flat buckling occurs when the width b of the arm is small (b ¬ 18mm), and the lateral
buckling occurs for greater width (18mm ¬ b).

3. Numerical FEM model

3.1. FEM model of the triangular frame

The symmetrical triangular frame is a beam structure (Fig. 9), hence it is modeled with beam
elements – system SolidWorks Simulation 2013 (Fig. 10). The model of the frame is defined in
the rectangular coordinate system. The loading force is applied to the vertexes of the frame
(Fig. 11).
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Fig. 9. Numerical model of triangular frame

Fig. 10. Discretization of numerical model with the beam elements

Fig. 11. Boundary conditions and loads of the numerical model

3.2. Example of the triangular frame – values of the critical load

An examplary calculation of the critical load is carried out for the symmetrical triangular
frame: length of the cross-beam L2 = 1352mm, angle between arms and the cross-beam α = π/9,
diameters of the cross-section of the cross-beam d0 = 50mm, d1 = 60mm, the area of the cross
section of the arms A1 = 1000mm2 and material constants E = 2 · 105MPa, ν = 0.3. The
values of critical loads F (FEM)CR, F lat and F

(FEM)
CR,Lat are calculated on the basis of the finite element

method. The results of calculations are specified in Table 2. An examplary FEM calculation of
the triangular frame with dimension b = 25mm is shown in Fig. 12.

Flat buckling, similarly to the analytical model, occurs when the width b of the arm is small
(b ¬ 18mm), and the lateral buckling occurs for greater width (18mm ¬ b).
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Table 2. The values of critical loads – FEM solution

b [mm] 15 20 25 31.623 35 40 50 60

F
(FEM)
CR, F lat [kN] 353.7 390.7 435.6 492.4 520.9 562.1 638.2 704.7

F
(FEM)
CR, Lat [kN] 361.6 393.5 400.5 393.2 385.5 373.4 352.7 338.6

Fig. 12. Scheme of the FEM model of the triangular frame

4. Comparison analysis

The values of critical loads calculated analytically and numerically (FEM) are similar. The
difference between them is less than 3%. Comparison of these values is graphically shown for
flat buckling (Fig. 13) and for lateral buckling (Fig. 14).

Fig. 13. Comparison of the critical values obtained from the analytical and numerical (FEM)
methods for flat buckling

Fig. 14. Comparison of the critical values obtained from the analytical and numerical (FEM)
methods for lateral buckling
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5. Conclusions

Theoretical studies of the buckling problem of the symmetrical triangular frame carried out on
the basis of the analytical and numerical FEM models allow one to conclude that:

• flat buckling of the frame occurs when the width b of the arm is small (b ¬ 18mm),
• lateral buckling of the frame occurs when the width b of the arm is greater (18mm ¬ b),
• maximum of the critical load exists for the width b = 25mm,
• the analytical model of the frame accurately describes the flat and lateral buckling phe-
nomena. The analytical and FEM results comply with each other.

The presented study, considering the lateral buckling, has not been undertaken before.
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In this study, a new viscoelastic-plastic constitutive model which has been formulated by
utilizing the formalism of stress-like internal state variables is introduced. The developed
constitutive equation allows for a good description of the inelastic material response of
polymeric materials over a wide range of strain rates. An algorithm for numerical integration
of the model equations has been derived. The FE implementation of the constitutive equation
is widely discussed and the results of solving several exemplary problems are presented.

Keywords: polymers, rheology, constitutive equation, finite element method

Nomenclature

b – Knowles material parameter
B,B – left Cauchy-Green (C-G) and isochoric left C-G deformation tensor
C,C – right and isochoric right C-G deformation tensor
C,Cve−p – elasticity tensor and viscoelastic-plastic material tensor
C
τc – material tensor related to convected stress rate
C
MJ – material Jacobian tensor used by Abaqus
D – strain rate tensor
D1 – inverse of bulk modulus
ek – unit vector of Cartesian base, k = 1, 2, 3,
F,F – deformation gradient and isochoric deformation gradient tensor
Hk – viscoelastic overstress tensor k = 1, 2, . . . , N
H̃k – endochronic overstress tensor k = 1, 2, . . . , P
I – fourth order identity tensor
IC−1 – fourth order identity tensor in reference configuration
I – auxiliary fourth order tensor
Ik, Ik – algebraic invariants of right and of isochoric right C-G deformation tensor,

k = 1, 2, 3
Jk – algebraic invariants of material time derivative of isochoric right C-G defor-

mation tensor, k = 1, 2, 3
J – Jacobian determinant
L – velocity gradient tensor
Q – orthogonal tensor
S,S – second Piola-Kirchhoff (P-K) and auxiliary second P-K total stress tensor
S0 – second P-K elastic stress tensor
T – Lagrange total stress tensor
t – time since loading
U – volumetric stored elastic energy potential
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W – spin tensor
W,W – stored and isochoric stored elastic energy potential
z, ζ – fictitious time variable at time t and at time τ
τ, τ ′ – time and auxiliary time variable
λk – stretch ratio in k-th direction, k = 1, 2, 3
τ ,σ – Kirchhoff and Cauchy stress tensors
µ, κ – Knowles material shear modulus and Knowles material hardening parameter
Γk – k-th relaxation coefficient, k = 1, 2, . . . , N
γk – k-th endochronic coefficient, k = 1, 2, . . . , P
τk – k-th relaxation time, k = 1, 2, . . . , N
D̃k – k-th endochronic parameter, k = 1, 2, . . . , N
1 – second order identity tensor
DEV [•] – operator extracting deviatoric part of a tensor in reference configuration
⊗ – dyadic product operator
(•)∇ – Zaremba-Jaumann (Z-J) objective rate operator

1. Introduction

In recent years, various constitutive equations of viscoelasticity and viscoplasticity have been
developed in order to describe the mechanical properties of thermoplastic polymers and resins.
Ayoub et al. (2011) presented a viscoplastic model aimed at capturing the large strain response
of polyethylene over a wide range of strain rates. A better approximation of the stress-strain
relation of polyethylene, however for a narrower range of the strain rates, was achieved by
Bergström and Bischoff (2010) who developed the so-called three network viscoplastic model.
Abdul Hameed et al. (2014) formulated a constitutive model based on the multiplicative split
of the deformation gradient. It was further used to simulate the monotonic stress-strain curves
of polyethylene. Bardella (2001) developed a nonlinear viscoelastic constitutive model oriented
for the description of the epoxy resin behavior during cyclic loadings and creep.
Instead of modeling the mechanical behavior of a polymer over the entire range of physically

possible strains, some researchers focus on improving the constitutive equations for the spectrum
of small and moderate deformations which are usually experienced by the structural elements.
Drozdov and Christiansen (2007) developed a viscoplastic constitutive model aimed at predic-
ting the stresses in high density polyethylene (HDPE) subjected to the cyclic loadings in tension.
Hassan et al. (2011) utilized an overstress-based viscoplasticity theory to model the hysteresis
loops of ultra high molecular weigth polyethylene (UHMWPE) for the maximum strains equal
to 10%. Ben Hadj Hamouda et al. (2007) developed a viscoplastic model to capture the nonlinear
stress-strain relation, creep and relaxation of the medium density polyethylene (MDPE). Mo-
notonic stress-strain curves with the maximum strain of 12% were analyzed. Krairi and Doghri
(2014) proposed a model utilizing the additive split of the strain tensor into viscoelastic and
viscoplastic components. Monotonic and cyclic stress-strain curves were approximated for both
polyamide (PA) and HDPE with the maximum axial strain of 14%.
Constitutive theories based on the endochronic plasticity theory enjoy recently an increasin-

gly high interest. This theory was originally developed by Pipkin and Rivlin (1965). Kästner et
al. (2012) proposed a viscoplastic constitutive equation for polyprophylene (PP) based on the
generalized Maxwell mechanistic model. The polymer viscosity was assumed to depend on the
non-equilibrium overstress while endochronic plasticity was used to help modeling the hysteresis
loop. Strains up to 5% in tension were analyzed and infinitesimal strain tensor was used. This
approach was later generalized to large displacements and large rotations by Alkas Yonan et al.
(2013) for the purpose of modeling the inelastic response of polyvinylchloride (PVC).
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All the mentioned above constitutive theories require determination of about twenty material
parameters. The numerical algorithms used for integrating the models are usually complicated.
In the current study, a new viscoelastic-plastic constitutive model for thermoplastics and

resins is presented. The model is an extension of the popular nonlinear viscoelasticity theory
proposed by Holzapfel (2010) and widely used in FE codes. The formalism of internal stress-like
state variables previously used by Suchocki (2013) to develop a nonlinear viscoelastic model
for polymers is extended by taking advantage of the endochronic plasticity framework (Pipkin
and Rivlin, 1965). The common assumptions of isothermal deformations and treating the effects
of volumetric viscoelasticity as negligible have been applied. It was experimentally observed
that irreversible volume changes are usually small (e.g. Wu, 2005). Thus, the postulate of pla-
stic incompressibility is well established and utilized by the classical theory of plasticity. This
assumption is adopted in the constitutive model formulated in the present study for sake of
simplicity. The constitutive equation has a modular structure which enables adjusting it for a
specific polymeric material. It is applied to capture the inelastic behavior of polyethylene. For
that purpose the specific values of the material parameters have been determined. It is found
that the proposed constitutive model accurately reproduces the stress relaxation curve and the
hysteresis loop for the deformation rate magnitude from the interval 0.0005-0.05 s−1. The consti-
tutive equation is discretized and an algorithm for efficient numerical computations is presented.
The implementation of the model into the FE software Abaqus is discussed.

2. Decoupled finite elasticity

In this section, the basic notions of hyperelasticity are presented. A material is called hyperelastic
if it posseses a stored-energy function W = W (C) (Holzapfel, 2010). In the case of material
isotropy, this function must be invariant with respect to a rotation Q, i.e.

W (C) =W (QCQT) (2.1)

This requirement is fulfilled if W is a function of algebraic invariants of C.
In terms of FEM, it is profitable to decouple the volumetric and isochoric responses within

the constitutive model. This is facilitated by utilizing proper multiplicative decomposition of the
deformation gradient tensor F

F = FvolF Fvol = J
1

31 F = J−
1

3F C = F
T
F = J−

2

3C (2.2)

where Fvol and F represent purely volumetric and isochoric deformations, respectively. Conse-
quently, the algebraic invariants of C

I1 = trC I2 =
1
2
[( trC)2 − trC2] I3 = detC = 1 (2.3)

The stored-energy function is formulated in a decoupled form

W (C) = U(J) +W (C) (2.4)

where U and W are the stored-energy components associated with the volumetric and isochoric
deformations, respectively. The stored-energy function as given by (2.4) results in

S = JpC−1 + J−
2

3 DEV[S] (2.5)

where

p =
∂U

∂J
DEV[S] = S− 1

3
(S ·C)C−1 S = 2

∂W

∂C
(2.6)

and DEV [•] = [•]− 13([•] ·C)C
−1
is an operator extracting a deviator of a tensor in the reference

configuration, whereas S is an auxiliary stress tensor.
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3. Internal-state-variable based viscoelastic-plastic model

The total stress is assumed in the form of a sum

S = S0 +
P∑

k=1

H̃k +
N∑

j=1

Hj (3.1)

where the components S0 and H̃k (k = 1, 2, . . . , P ) describe the equilibrium material response,
whereas Hj (j = 1, 2, . . . , N) account for the viscoelastic effects. S0 is taken in the decoupled
form, i.e.

S0 = Svol0 + S
iso
0 Svol0 = J

∂U

∂J
C−1 Siso0 = 2J

− 2
3 DEV

[∂W
∂C

]
(3.2)

The evolution of overstresses H̃k is governed by the equations of the form

˙̃
Hk +

1

D̃kM
(∣∣Ċ

∣∣)
H̃k = γkṠ

iso
0 k = 1, 2, . . . , P (3.3)

where

M
(∣∣Ċ

∣∣) = J−
1

2

2 J2 = tr Ċ
2

(3.4)

This specific choice of M enables one to eliminate the time from Eq. (3.3), thus making the
evolution of H̃k rate-independent. By integrating Eq. (3.3), it is found that

H̃k(t) =

z(t)∫

0

γke
− z−ζ
D̃k

∂Siso0 (ζ)
∂ζ

dζ (3.5)

where the following equalities are used

ζ̇ =
1

M
(∣∣Ċ

∣∣)
ζ(τ) =

τ∫

−∞

dτ ′

M(τ ′)
ζ(t) = z (3.6)

Substituting Eqs (3.4) into Eq. (3.6)2 leads to the result

ζ(τ) =
τ∫

−∞

[
Ċ(τ ′) · Ċ(τ ′)]

1

2 dτ ′ ˙(•) = d

dτ ′
(•) (3.7)

which in turn gives

ζ(τ) =
τ∫

−∞

[
dC(τ ′) · dC(τ ′)]

1

2 (3.8)

The variable ζ is a fictious internal time associated with the material. For this reason the
overstresses defined by Eq. (3.5) are called endochronic. Equation (3.5) is a special case of
the stress-strain relation proposed by Pipkin and Rivlin (1965). The stress tensor S0 together
with the endochronic overstresses H̃k (k = 1, 2, . . . , P ) form up the elasto-plastic part of the
constitutive equation which is responsible for reproducing the hysteresis loop of the modeled
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polymeric material. The strain rate effects are captured by the viscoelastic overstresses Hj
(j = 1, 2, . . . , N) which evolve in time according to the following differential equation

Ḣj +
1
τj
Hj = ΓjṠiso0 j = 1, 2, . . . , N (3.9)

After time integrating Eq. (3.9), one obtains

Hj(t) =
t∫

−∞
Γje
− t−τ
τj
∂Siso0 (τ)
∂τ

dτ (3.10)

For the purpose of modeling the mechanical properties of thermoplastics and resins, the
stored-energy function W is adopted in the form proposed by Knowles (1977). The advantages
of using the isochoric Knowles function were discussed by Suchocki (2011). The volumetric strain
energy is assumed in the standard form, thus

W =
µ

2b

{[
1 +

b

κ
(I1 − 3)

]κ
− 1

}
U =

1
D1
(J − 1)2 (3.11)

Summing up, the developed constitutive equation utilizes four elasticity constants, 2P en-
dochronic plasticity constants and 2N constants of viscoelasticity all of which are independent.

4. Discretization of constitutive equation

Below a numerical algorithm for the incremental integration of the developed model is intro-
duced. For the time increment n + 1, the total stress is, according to Eq. (3.1), given by the
equation

Sn+1 = S0n+1 +
P∑

k=1

H̃k n+1 +
N∑

j=1

Hj n+1 (4.1)

The reccurence-update formula for the integration of Eq. (3.3) is obtained using the central
difference method, thus the following approximations are utilized

ẏ
∣∣∣
n+ 1
2

≈ yn+1 − yn
∆t

=
∆yn+1
∆t

y
∣∣∣
n+ 1
2

≈ yn +
1
2
∆yn+1 (4.2)

Applying the rules given by Eqs (4.2) to Eq. (3.3) one obtains the following formula

H̃k n+1 =

(
1− 1

D̃k

∆zn+1
2

)
H̃k n + γk(Siso0n+1 − Siso0n)

1 + 1

D̃k

∆zn+1
2

(4.3)

where

∆zn+1 = (∆Cn+1 ·∆Cn+1)
1

2 (4.4)

The integration of Eq. (3.9) is performed by means of the reccurence-update formula developed
by Taylor et al. (1970), i.e.

Hj n+1 = e
−∆t
τj Hj n + Γj

1− e−
∆t
τj

∆t
τj

(Siso0n+1 − Siso0n) (4.5)

Equations (4.1), (4.3) and (4.5) form up a discretized set of equations which can be utilized for
numerical simulations. For the use of FEM, a material tangent stiffness tensor has to be defined
in addition. The derivation of a tangent stiffness is discussed further in the text.
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5. Exemplary application

In order to check the ability of the developed viscoelastic-plastic constitutive equation to fit the
experimental data, it has been employed to capture the mechanical properties of UHMWPE
which is a popular biomaterial with numerous applications in orthopaedics, such as hip joint
implants, elbow implants or artificial intervertebral discs for instance.
For the purpose of modeling the inelastic behavior of UHMWPE, a version of the develo-

ped constitutive equation has been adopted with N = 3 viscoelastic overstresses and P = 1
endochronic overstress. The graphic interpretation of the model can be seen in Fig. 1.

Fig. 1. Mechanical scheme of the rheological model assumed for UHMWPE

A number of mechanical tests have been performed on cylindrical specimens machined from
a UHMWPE rod. The dimensions of the specimens are ∅17 and l0 = 21mm. A medical grade
polyethylene CHIRULEN 1050 has been used. All the experiments have been conducted on MTS
Bionix 2500 testing machine at a constant room temperature of 20◦C.
A number of loading-unloading compression tests at a constant deformation rate λ̇ has been

performed. The used values of the deformation rate are 0.0005, 0.005 and 0.05 s−1 with λ equal
to 0.93 as the minimum stretch ratio. Furthermore, a relaxation test in compression has been
carried out. The specimen has been loaded with a constant deformation rate of 0.003 s−1 and
subsequently allowed to relax for 30 minutes.

Fig. 2. (a) Experimental set-up. (b) View of undeformed specimen. (c) View of deformed specimen

The specimen stretch ratios in both axial an perpendicular directions have been measured
using a video extensometer. The axial deformation has been at the same time measured with a
strain gauge extensometer in order to verify the measured values. A sketch of the experimental
setup can be seen in Fig. 2. A Poisson ratio of 0.46 has been determined, which justifies adopting
an assumption of material incompressibility.
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The material parameters of the constitutive equation have been evaluated using the least
squares method. Thus, the following error function has been minimized

F(p) =
P∑

k=1

[(T11(p))k − (T̃11)k]2 (5.1)

where T11(p) is the theoretical and T̃11 is the experimental Lagrange stress in the axial
direction of the specimen at the time instant tk (k = 1, 2, . . . , P ). The column matrix
p = [µ, b, κ, γ1, D̃1, Γ1, Γ2, Γ3, τ1, τ2, τ3]T contains the material parameters being optimized. The
experimental data from three loading-unloading tests at various deformation rates together with
the data from the relaxation test have been utilized to form up the minimized objective function
given by Eq. (5.1). The results of the curve fitting are shown in Fig. 3, whereas the determined
values of the material constants of elasticity, viscoelasticity and plasticity have been collected in
Table 1. The inverese of the bulk modulus D1 does not participate in the optimization. In FE
implementation, D1 is set to a value corresponding to the bulk modulus high enough to account
for the material near incompressibility.

Fig. 3. Fitting of the viscoelastic-plastic constitutive model to the experimental data.
Loading-unloading compression tests with the deformation rate of: (a) 0.0005 s−1, (b) 0.005 s−1,
(c) 0.05 s−1 and stress relaxation tests with the relaxation time of: (d) 10 s, (e) 200 s, (f) 1700 s

Table 1. Model parameters for UHMWPE

Elastic constants Viscoelastic constants Plastic constants

µ 52.56MPa Γ1 2.89 τ1 0.16 s γ1 3.25 D̃1 0.029
b 209.28 Γ2 0.93 τ2 8.803 s
κ 0.81 Γ3 0.62 τ3 279.16 s
D1 0.00033 MPa−1
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6. Finite element implementation

The linearized constitutive equation used for the FE implementation is obtained by taking a
directional derivative of Eq. (4.1) with respect to Cn+1. Thus, for the n+ 1 increment

∆Sn+1 = C
ve−p
n+1 ·

1
2
∆Cn+1 C

ve−p
n+1 = 2

∂Sn+1
∂Cn+1

(6.1)

where the approximate material tangent tensor takes the form

C
ve−p
n+1 = C

vol
0n+1 +

[
1 +

P∑

k=1

γk
(
1 +

∆zn+1

2D̃k

)−1
+
N∑

j=1

Γj
1− e−

∆t
τj

∆t
τj

]
C
iso
0n+1 (6.2)

The incremental constitutive rate equation given by Eq. (6.1) can be expressed using the
Zaremba-Jaumann (Z-J) objective rate of the Kirchhoff stress τ , thus

τ
∇
n+1 = Jn+1C

MJ
n+1 ·∆Dn+1 (6.3)

where the incremental Z-J objective rate of the Kirchhoff stress

τ
∇
n+1 = ∆τn+1 −∆Wn+1τn+1 − τn+1∆WTn+1 (6.4)

and

∆Wn+1 =
1
2

[
∆Fn+1F

−1
n+1 − (∆Fn+1F−1n+1)T

]

∆Dn+1 =
1
2

[
∆Fn+1F

−1
n+1 + (∆Fn+1F

−1
n+1)

T
]

∆Fn+1 = Fn+1F−1n

(6.5)

The material stiffness tensor takes the corresponding form

C
MJ
n+1 =

1
Jn+1
(Cτcn+1 + In+1) (6.6)

where

C
τc
n+1 = (FiPFjQFkRFlSCve−pPQRS)n+1ei ⊗ ej ⊗ ek ⊗ el

In+1 =
1
2
(δikτjl + τikδjl + δilτjk + τilδjk)n+1ei ⊗ ej ⊗ ek ⊗ el

(6.7)

and ek (k = 1, 2, 3) are the unit vectors of the Cartesian basis. The Kirchhoff stress in Eq. (6.4)
is determined from the stress transformation law, i.e.

τn+1 = Fn+1Sn+1FTn+1 (6.8)

where the second Piola-Kirchhoff stress, Sn+1 is calculated utilizing Eq. (4.1).
Substitution of Eq. (6.2) into Eq. (6.7)1 results in the following form of the material stiffness

in the current configuration

C
τc
n+1 = C

vol
n+1 +

[
1 +

P∑

k=1

γk
(
1 +

∆zn+1

2D̃k

)−1
+
N∑

j=1

Γj
1− e−

∆t
τj

∆t
τj

]
C
iso
n+1 (6.9)

where

C
vol =

2
D1

J(J − 1)(1 ⊗ 1− 2I) + J2 2
D1
1⊗ 1 (6.10)
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and

C
iso =

2
3
µ
[
1 +

b

κ
(I1 − 3)

]κ−1
I1
(
I+
1
3
1⊗ 1

)
− 2
3
J−

2

3µ
[
1 +

b

κ
(I1 − 3)

]κ−1
(B⊗ 1+ 1⊗B)

+ 2J−
4

3µ
b(κ− 1)

κ

[
1 +

b

κ
(I1 − 3)

]κ−2
B⊗B

− 2
3
J−

2

3µ
b(κ− 1)

κ

[
1 +

b

κ
(I1 − 3)

]κ−2
I1(B⊗ 1+ 1⊗B)

+
2
9
µ
b(κ− 1)

κ

[
1 +

b

κ
(I1 − 3)

]κ−2
I
2
11⊗ 1

(6.11)

are, respectively, the volumetric and isochoric components of the elasticity tensor corresponding
to the stored-energy functions as given in Eqs (3.11), cf Suchocki (2011).
The viscoelastic-plastic model has been implemented into FE software Abaqus by taking

advantage of the user subroutine UMAT (UserMATerial), which is called by the FE solver during
every iteration of the Newton-Raphson numerical procedure (Hibbit et al. 2008). The written
subroutine calculates Cauchy stress tensor and material Jacobian defined in Eq. (6.6) for each
finite element. These quantities are subsequently used by Abaqus to form up the element stiffness
matrix. Finally, the global stiffness matrix is assembled by Abaqus using the element stiffness
matrices. The calculations done by the written subroutine UMAT are listed further in the text.
The user subroutines used in other FE programs to define custom constitutive equations have a
similar structure.
In order to verify the performance of the developed UMAT code, several exemplary si-

mulations have been performed using the Abaqus FEM program. The simulations involved a
15mm×15mm×15mm UHMWPE block undergoing ramp tension test, ramp compression test
and sinusoidal deformation with variable amplitude. In the first approach, the polymeric block
is meshed using a single finite element C3D8H1. Subsequently, all the simulations are conduc-
ted using the polyethylene block meshed with 125 elements. In each of the simulated processes
the excitation was kinematic, i.e. the frontal face of the block performs a designated displace-
ment program. The displacement distribution and the used boundary conditions are depicted in
Fig. 4. Due to the assumed incompressibility, the deformation gradient tensor has the following
components

F3×3 =



λ1 0 0
0 1√

λ1
0

0 0 1√
λ1


 (6.12)

where λ1 denotes the stretch ratio in the direction x (Fig. 4).

Fig. 4. Homogeneous deformation of a single finite element. (a) Distribution of the displacement
component in the tension/compression direction. (b) Applied boundary conditions

All the simulations have been repeated utilizing programs written in MATLAB in which
the discretized equations presented in Section 4 are used to calculate the stresses for the given
deformation histories.
1Cubic, three-dimensional, 8 nodes, hybrid.
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Fig. 5. Polyethylene block undergoing (a) ramp tension and (b) ramp compression tests with the
deformation rate of 0.003 s−1 and (c) cyclic deformation history – a sinusoidal function with the

increasing amplitude A

Algorithm for the implementation in Abaqus

Input: Fn+1, no. of direct and shear stress components

1. Calculate strain measures from the current increment

Cn+1 = FTn+1Fn+1 Fn+1 = J
− 1
3

n+1Fn+1 Bn+1 = Fn+1F
T
n+1

2. Extract variables from the previous increment
3. Calculate elastic stresses from the current increment

Svol0n+1 = Jn+1pn+1C
−1
n+1 pn+1 = ∂Jn+1U(Jn+1)

Siso0n+1 = J
− 2
3

n+1DEV [Sn+1] Sn+1 = 2∂Cn+1W (Cn+1)

S0n+1 = Svol0n+1 + S
iso
0n+1

4. Update endochronic and viscoelastic overstresses (k = 1, 2, . . . , P ),

(j = 1, 2, . . . , N)

∆zn+1 = (∆Cn+1 ·∆Cn+1)
1

2 ∆Cn+1 = Cn+1 −Cn

H̃k n+1 =

(
1− 1

D̃k

∆zn+1
2

)
H̃k n + γk(Siso0n+1 − Siso0n)
1 + 1

D̃k

∆zn+1
2

Hj n+1 = e
−∆t
τj Hj n + Γj

1− e−
∆t
τj

∆t
τj

(Siso0n+1 − Siso0n)

5. Calculate total stress from the current increment

Sn+1 = S0n+1 +
P∑

k=1

H̃k n+1 +
N∑

j=1

Hj n+1 σn+1 =
1

Jn+1
Fn+1Sn+1F

T
n+1

6. Calculate viscoelastic-plastic stiffness from the current increment
7. Store stresses and isochoric C-G tensor from the current increment
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In Fig. 5, the results of ramp tension (Fig. 5a) and compression (Fig. 5b) are shown. In the
case of ramp tension simulation, the material is deformed at a constant rate λ̇1 = −0.003 s−1 until
the stretch ratio λ1 = 1.1 is reached. Subsequently, unloading is performed at the deformation
rate of λ̇1 = 0.003 s−1. The compression process was simulated analogously.
In Fig. 5c, the results of sinusoidal loading simulation are presented. The simulated process

comprises of four periods, each performed at different amplitude.
The predictions of the FEM simulations utilizing UMAT are in a good agreement with the

results produced by MATLAB programs (see Fig. 5). All the simulations have been performed
utilizing the material parameter values collected in Table 1.

7. Conclusions

In this study, a new viscoelastic-plastic model for thermoplastic polymers and resins is presented.
The model is formulated by utilizing the formalism of stress-like internal state variables. It has
been implemented into the FE software Abaqus and applied to model the inelastic behavior of
polyethylene with very good results.
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The dynamic model of a linear energy harvester excited by a non-ideal power source is
coupled to a controller to maximum vibration adjustment. Numerical analysis is taken to
evaluate the energy harvested keeping the vibration optimized for the maximum interaction
to the energy source using linear matrix inequalities for control driven. The dimensionless
power output, actuation power and net output power is determined. As a result, it is po-
ssible to verify that the total energy harvested via exogenous vibration using the proposed
controller is increased up to 65 times when in comparison to the open loop system.

Keywords: energy harvesting, efficiency, control, non-ideal excitation

1. Introduction

Harnessing energy from environment to supply low power devices can be accomplished from
sources as thermal gradients, solar radiation and vibration (Huesgen et al., 2008; Cepnik et al.,
2011; Miller et al., 2011). Concerning the vibration there are three main groups of harvesters:
electrostatic, electromagnetic and piezoelectric (Roundy et al., 2003).
Although harvesting to be a sustainable source of energy, it is still not efficient enough and

its use is limited to very little power devices, and enhancing its capacity represents a science
frontier. The energy harvesting system main application in the present is for remote sensor nodes,
wireless systems and smart structures actuators (Miller et al., 2011; Roundy et al., 2003). To
enhance energy harnessed, there are several project solutions focusing in matching the natural
frequency according to the vibration source, nevertheless the resonance solution has restrictions
for power source and scale.
Regarding the power source, an important consideration is that the environmental vibration

has low power and wide range, and normally is random resulting in difficulties for a design to be
coincident with the resonance. Considering the scale, it is notable that recent studies concerning
the enhancement of energy harvesting efficiency produced better piezoelectric materials (Yeager
and Trolier-Mckinstry, 2012; Baek et al., 2011; Kim et al., 2012) and now the designed harvesters
are facing new barrier applications of micro sizing. As most power sources from ambient vibration
have low frequency, it is difficult to design a small harvester resulting in his natural frequency
to be coincident with the resonance.
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Some project solutions regard to tuning a device to the resonance (Challa et al., 2008;
Eichhorn et al., 2009) that can be accomplished by mechanical, magnetic and piezoelectric ad-
justments (Peters et al., 2009; Tang et al., 2013). The mechanical adjustment requires known
excitation frequency and high cost energy to tuning, magnetic adjustment has limited tuning
result and faces a limited micro sizing requirements, and the piezoelectric adjustment is a pro-
mising frontier to enhance energy harvesting capability (Zhu et al., 2010). First studies using
piezoelectric adjustment results in negative net output power (Roundy and Zhang, 2005) but
latter studies from Zhu et al. (2010) found a mistake in Roundy and Zhang (2005) formulation
that not considered mean voltage to active power determination. A piezoelectric tuning solution
with positive net output power was numerically and experimentally proven by Lallart and Inman
(2010) and Lallart and Guyomar (2010). According to Wang and Inman (2012), the state of the
art of enhancement of energy harvesting capability relies in control projects formulation which
characterizes the mean objective of this study.
The proposed solution considers that vibration excitation has low energy and the vibration

generated by the harvester can influence the source which characterizes a non-ideal power source
(Balthazar et al., 2003; Balthazar and Dantas, 2004; Chavarette, 2012). For a limited power in
controller systems, the input vibration control influences the own controller which characterizes
a non-ideal system (Souza et al., 2008). Thus the model of movement sums the feedback term
increasing the number of degrees of freedom (Piccirillo et al., 2008). According to Balthazar et al.
(2003), when the vibration source is near natural frequency there appears a jump phenomenon
which it is not possible while arriving the resonance as the maximum vibration response.
In this study, the proposed controller is based on Linear Matrix Inequalities (LMI) theory.

The dynamic systems control for vibration maximization is performed by optimum control H∞
as a convex optimization problem involving Linear Matrix Inequalities – LMI (Chilali and Ga-
hinet, 1996). The LMI can be in form of linear inequalities, linear convex inequalities or matrix
inequalities. Several restriction formats of control theory as Lyapunov and Riccati inequalities
can be described via LMI (Antwerp and Braatz, 2000). The LMI has large use in control, mainly
because sustains the stability of a system based in restrictions and can incorporated in dynami-
cal systems with not singular parameters that vary within a known range (Wan and Kothare,
2003; Andrea et al., 2008).
To explore controller efficiency, this study is conducted according to a bimorph energy ha-

rvester (Erturk and Inman, 2011) and the use of non-ideal power source (Balthazar et al., 2003;
Balthazar and Dantas, 2004; Chavarette, 2012). The definition of a Linear Matrix Inequali-
ties controller (LMI) to set up a harvester to optimize interaction to the power source to take
advantage of full range of vibration is the main propose of this study.
Considering the paper organization: Section 2 presents the harvester model, Section 3 pre-

sents the controller definition, Section 4 presents the efficiency analysis and Section 5 presents
the final remarks from this investigation and acknowledgements.

2. Harvester model

A non-ideal excitation can be modeled for an unbalanced mass receiving torque by a DC motor
as shown in Fig. 1 (Balthazar et al., 2003; Balthazar and Dantas, 2004; Chavarette, 2012).
This arrangement is based in Kononenko model and can be mathematically modeled accor-

ding to equations (2.1) where m1 is DC motor mass, m0 is unbalanced mass, l is dumping, k is
rigidity, r is the eccentricity distance from the unbalanced mass to the torque source, (I+m0r2)
is moment of inertia of the unbalanced mass, and the state variables are X for the beam tip
position and ϕ for the unbalanced mass angular position. The net torque is a function of angular
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velocity ϕ̇ and described for S(ϕ̇) = a− bϕ̇ (Palácios et al., 2003; Tusset et al., 2013), where a is
the net torque applied by the DC motor and b is the resistive net torque constant

(m1 +m0)Ẍ + lẊ + kX = m0r(ϕ̇2 cosϕ+ ϕ̈ sinϕ)

(I +m0r2)ϕ̈−m0rẌ sinϕ = S(ϕ̇)
(2.1)

Fig. 1. Non-ideal power source (Chavarette, 2012)

Fig. 2. Energy harvester system (Erturk and Inman, 2011) coupled to non-ideal power source
(Chavarette, 2012)

An energy harvester defined by Erturk and Inman (2011) with two layers of a piezoelectric
material and an output voltage was coupled to the non-ideal power source as shown in Fig. 2.
It is dimensionlessly modeled according to the resonance as given by equations (2.2), where
ζ is damping factor, χ is piezoelectric mechanical coupling coefficient, Λ is reciprocal of time
constant, κ is piezoelectric electric coupling coefficient, µ is unbalanced mass eccentricity, ξ is
unbalanced mass eccentricity for moment of inertia, α is the net torque applied by the DC motor
and β is the resistive net torque constant. The dimensionless state variables are x for tip beam
position, z for the angular position of the unbalanced mass and ν for the output voltage

ẍ+ 2ζẋ+
1
2
x− χν = µ(ż2 cos z + z̈ sin z)

z̈ = ξẍ sin z + α− βż
ν̇ + Λν + κẋ = 0

(2.2)

Isolating ẍ, ν̇ and z̈, equation (2.2) can be presented by

ẍ =
−12x− 2ζẋ+ χν + µż2 cos z + (α− βż)µ sin z

1− µξ(sin z)2

z̈ =

(
−12x− 2ζẋ+ χν

)
ξ sin z + µξż2 cos z sin z + α− βż
1− µξ(sin z)2

ν̇ = −κẋ− Λν

(2.3)
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Adopting x = x1, z = x3 and ν = x5 and rearranging the terms, the space-state form of
equations (2.3) is given by

ẋ1 = x2

ẋ2 =
−12x1 − 2ζx2 + χx5 + µx24 cos x3 + (α− βx4)µ sinx3

1− µξ(sinx3)2
ẋ3 = x4

ẋ4 =

(
−12x1 − 2ζx2 + χx5

)
ξ sinx3 + µξx24 cos x3 sinx3 + α− βx4
1− µξ(sinx3)2

ẋ5 = −κx2 − Λx5

(2.4)

Applying Jacobian, the matrix form of equations (2.4) is given as




ẋ1
ẋ2
ẋ3
ẋ4
ẋ5





=




0 1 0 0 0
−12 −2ζ µα 0 χ
0 0 0 1 0
0 0 −12ξ −β 0
0 −κ 0 0 −Λ








x1
x2
x3
x4
x5





(2.5)

The main propose of this study is to design a controller to optimize vibration response
and, consequently, energy the harvesting performance. In this case, a Linear Matrix Inequalities
controller is arranged to maximize the displacement and velocity. As the output voltage has
directly influenced by velocity and displacement, it is expected to increase the output voltage
and, then, the efficiency.

3. Controller definition

To ensure the maximum energy harvested, the controller it is coupled using Linear Matrix Ine-
qualities (LMI) according to Optimum Control H∞. An LMI Control Driven utilizes feedback
state to optimize the interaction between exogenous the excitation w(t) and the resulting si-
gnal y(t) (Andrea et al., 2008). A sufficient condition for LMI control is the existence of a
matrix X = X′ ∈ Rn×n and Y ∈ Rm×n satisfying equations

minµ
∣∣∣∣∣∣∣

AX+XA′ −B2Y −Y′B′2 XC′ +Y′D′ B1
CX+DY −I 0
B′1 0 −µI

∣∣∣∣∣∣∣
< 0

|X| > 0

(3.1)

The space-state model for the proposed controlled system is given by equations (3.2), and expla-
ined in a schematic flow chart in Fig. 3

ẋ = Ax+B1w +B2u y = Cx (3.2)

where A is the state matrix, B1 is the excitation vector, B2 is the feedback state vector and
C is the actuation vector and control signal, in this case, a singular control signal.
The previous study conducted by Erturk and Inman (2011) defined parameters for a bimorph

cantilever according to the resonance ζ = 0.01, χ = 0.05, κ = 0.5, Λ = 0.05, and the studies
conducted by Balthazar et al. (2003), Balthazar and Dantas (2004) and Chavarette (2012)
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Fig. 3. Dynamic control scheme

defined the parameters for non-ideal excitation µ = 0.2, ξ = 0.3 and β = 1.5. Replacing the
parameters in the state matrix according to equation (2.5) the matrices for equation (3.2) are
shown as in the following

A =




0 1 0 0 0
−0.5 −0.02 0.2α 0 0.05
0 0 0 1 0
0 0 −0.15 −1.5 0
0 −0.5 0 0 −0.05




B1 =




1
1
1
1
1




B)2 =




1
1
1
1
1




C =
[
1 0 0 0 0

]

(3.3)

4. Efficiency analysis

For the designed controller the initial parameters are used to excite the beam, and then a LMI
controller is set up to the maximum interaction between the excited beam and the external
exogenous excitation, in this case, a non-ideal power source. When LMIs are feasible, there is a
matrix X and a feedback matrix L for the space-state that optimizes the system behavior, given
by equation (3.4)

L = YX−1 (4.1)

Once L is determined, it is possible to determine a feedback space-state matrix for the system
(Af ), given by equation (3.5)

Af = A−B2L (4.2)

The variable parameter is the dimensionless net torque applied by the DC motor α that will
assume values ranging from 0.4 to 5.0.

4.1. System response for α = 0.4

Considering α = 0.4 and substituting matrices A, B1, B2 and C given in equations (3.3) in
LMIs given in equations (3.1) and solving the inequalities, the resulting feedback matrix L for
a feasible system is

L = 103
[
6.1648 0.0004 −0.0000 −0.0007 −0.0000

]

Taking into consideration the feedback state matrix Af , it is possible to calculate the feedback
parameters, comparing to the original matrix A in (3.3) as shown in Table 3.
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Table 3. Feedback parameters for α = 0.4

Feedback
ζ χ κ Λ µ ξ β

parameters

Value 0.2308 0.0749 0.9416 0.0251 0.2988 0.2210 0.8244

Table 4. System eigenvalues (103) for α = 0.4

λ1 −6.1635 + 0.0000i
λ2 −0.0015 + 0.0000i
λ3 −0.0005 + 0.0002i
λ4 −0.0005 − 0.0002i
λ5 −0.0001 + 0.0000i

The controlled system exhibits stable behavior since all the eigenvalues have the real part
negative as shown in Table 4.
Performing Runge-Kutta fourth order algorithm for solving the ordinary differential equ-

ations in equation (2.4) for open loop (without control) parameters given in Section 3 and for
controlled system parameters given in Table 3, it is possible to visualize the total energy from
the system to compare the efficiency from the open loop to the controlled system as shown in
Fig. 4. Th following initial conditions are considered x(0) = 1, ẋ(0) = 0, ν(0) = 0, z(0) = 0
and ż(0) = 0 and time samples from 0 to 2500 in the interval of 0.1 totalizing 25 000 samples
in Figs. 4a-4d and samples from 2000 to 2500 in the interval of 0.1 totalizing 5000 samples in
Fig. 4d to exclude transient behavior.
The controlled system presents greater displacements, velocity and output voltage in com-

parison to the open loop system. To explore control performance, the dimensionless net torque
applied by the DC motor assumes the values α = 0.5, α = 1.3 and α = 5.0, considering parame-
ters below the resonance, at the resonance and beyond it, the feedback vector L and feedback
parameters are given in Table 5.

Table 5. Feedback parameters α = 0.5, α = 1.3 and α = 4.0

α L (103) Feedback parameters

0.5 [4.7795, 0.0004,−0.0000,−0.0007,−0.0000] ζ = 0.2304, χ = 0.0742, κ = 0.9408
Λ = 0.0258, µ = 0.2689, ξ = 0.2311

β = 0.8449
1.3 [2.2552, 0.0005,−0.0000,−0.0007,−0.0000] ζ = 0.2537, χ = 0.0691, κ = 0.9873

Λ = 0.0309, µ = 0.2173, ξ = 0.2551
β = 0.8212

5.0 [2.4482, 0.0006, 0.0000,−0.0007,−0.0000] ζ = 0.3096, χ = 0.0639, κ = 1.0991
Λ = 0.0361, µ = 0.1957, ξ = 0.3425

β = 0.8231

Making use of the Runge-Kutta fourth order method for solving ordinary differential equ-
ations in (2.4) for open loop (without control) parameters given in Section 3 and for the controlled
system parameters given in Table 5 we find analogous results for the initial conditions x(0) = 1,
ẋ(0) = 0, ν(0) = 0, z(0) = 0 and ż(0) = 0 and time samples from 0 to 2500 in the interval of
0.1 totalizing 25 000 samples in Figs. 5a, 5c, 5e and samples from 2000 to 2500 in the interval
of 0.1 totalizing 5000 samples to exclude transient behavior in Figs. 5b, 5d, 5f.
It is possible to verify that the system energy is greater for the control system when out of

the resonance for α = 0.5 and α = 5.0. When the system is at the resonant behavior at α = 1.3,
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Fig. 4. System behavior for α = 0.4 (open loop system – grey line, controlled system – black line);
(a) displacement, (b) velocity, (c) output voltage, (d) phase portrait time sample and (e) phase portrait

without transient

it is not possible for the controller to get more energy than the resonance, and the controlled
system gives less energy than the open loop system.
According Tang and Zuo (2011), the system output power (P ) is given by equation (4.3)

related to the output voltage root mean square (Vrms) squared, divided by the load resistance (R)

P =
V 2rms
R

(4.3)

As the model is dimensionless, a dimensionless output power (Φ) given for the root mean
square of the dimensionless output voltage (νrms) squared, divided by the dimensionless load
resistance (Ψ), as shown in (4.4), is considered

Φ =
ν2rms
Ψ

(4.4)

For the propose of numerical simulation, a value of the load resistance Ψ = 0.1 and for
α ranging from 0.5 to 5.0 the dimensionless output power Φ values given in Table 6 are assumed.



612 D.C. Ferreira et al.

Fig. 5. System behavior (open loop system – grey line, controlled system – black line);
(a), (c), (e) output voltage, (b), (d), (f) phase portrait without transient

Table 6. Dimensionless power Φ for α ranging from 0.4 to 5.0

Net torque (α) Φ – Open loop Φ – Controlled

0.4 0.0247 0.1695
0.5 0.0250 0.3040
1.3 16.0565 0.4015
5.0 0.0953 0.2995

Expanding the investigation for other values of the net torque (α), the resulting dimensionless
power (Φ) is given in Fig. 6.

The LMI control show the efficiency of enhancing the system dimensionless output power as
shown in Fig. 6 and not considering the resonance effect where the dimensionless output power is
greater in the open loop system. This fact is explained because the higher energy orbit available
in the system is the resonance behavior. To better visualize the control efficiency, the resonance
net torque is shown in Fig. 7.
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Fig. 6. Dimensionless output power (Φ) of the open loop compared to the controlled system; open loop
system – grey line, controlled system – black line

Fig. 7. Dimensionless output power (Φ) of the open loop compared to the controlled system; open loop
system – grey line, controlled system – black line. Suppressing the resonance behavior

To evaluate the dimensionless net output power (Φnet), Roundy and Zang (2005) compared
the frequency of the open loop system to the controlled system, and later Lallart and Inman
(2010) used the same evaluation to compare the output power from the open loop and controlled
systems. In both cases, the power used for control (action power) is referred to the amount of
change of the system parameters, in other words, it is the energetic cost to change the system
behavior. Based on experimentally proven evaluations, the action power (Φact) is determined
by applying the Runge-Kutta fourth order method to solve the ordinary differential equations
in (2.4) for the absolute difference of the open loop and controlled parameters of each net
torque (α). The results are shown in Fig. 8.

Fig. 8. Output power for the open loop system (grey line); output power for the controlled system
(black line); actuation power (dotted line); net output power (solid dark grey line)

To better visualize the control efficiency, the resonance net torque is depicted in Fig. 9. The
summary of power gains resulting from the control is shown in Table 7.
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Fig. 9. Output power for the open loop system (grey line); output power for the controlled system
(black line); actuation power (dotted line); net output power (solid dark grey line). Suppressing the

resonance behavior

Table 7. Summary of dimensionless net power gains for the controlled system

α 0.4 0.5 0.6 0.7 0.8 0.9 1.0 1.1 1.2 1.3

Net power gain 40.69 59.67 65.85 31.70 14.99 3.54 0.77 0.13 0.04 0.02
α 1.4 1.5 1.6 1.7 1.8 2.0 3.0 4.0 5.0

Net power gain 0.68 0.99 0.82 1.74 1.64 2.03 2.28 2.65 2.59

5. Final remarks

Various studies regarding the energy harvesting have been carried out for the last few years to
enhance the capability of the energy harvesters. In the same direction, this investigation presents
a study of control of the dynamic behavior based on Linear Matrix Inequalities Optimum H∞
method and a non-ideal excitation as the power source. As the main result, it has been possible
to verify a significant increase in the system energy available for harvesting when applying a
controller to the system. Velocity and displacement have direct effect on the output voltage
and, consequently, on the output power for energy harvesting. The proposed controller is able
to increase the net output power up to 65 times. Table 8 shows the comparison of other studies
with the present research.

Table 8. Comparison of the obtained results with other works

Author
Resulting frequency
band [Hz]

Roundy and Zhang (2005) 61.8-67.0
Wu et al. (2006) 91.0-94.5
Peters et al. (2009) 66.0-89.0
Lallart and Inman (2010) 8.1-112.0
This work all the band

Whereas other energy harvesting methods, such as piezoelectric tuning, increase the resonant
band, this control approach enhances energy not regarding the band but focusing on the output
power optimization with considerable efficiency for small power excitations.
In this study, the parameters are considered constant, however in a real situation, damping

and electrical coupling parameters depend on environmental conditions, for example humidity
and temperature. Such variation in the parameters results in polytopic uncertainties. Thus,
instead of an optimum method, a robust LMI method is required (Andrea et al., 2008) which
characterizes possible research continuation. The energy sink due to controller circuit is result
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of the electronic architecture and is not explored in this study as another possible research
exploration area.
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In this paper, a source separation approach based on the Blind Source Separation (BSS) is
presented. In fact, the Independent Component Analysis (ICA), which is the main technique
of BSS, consists in extracting different source signals from several observed mixtures. This
inverse method is very useful in many fields such as telecommunication, signal processing
and biomedicine. It is also very attractive for diagnosis of mechanical systems such as rota-
ting machines. Generally, dynamic responses of a given mechanical system (displacements,
accelerations and speeds) measured through sensors are used as inputs for the identification
of internal defaults. In this study, the ICA concept is applied to the diagnosis of a one-stage
gear mechanism in which two types of defects (the eccentricity error and the localized tooth
defect)are introduced. The finite element method allows determination of the signals corre-
sponding to the acceleration in some locations of the system, and those signals may be used
also in the ICA algorithm. Hence, the vibratory signatures of each defect can be identified
by the ICA concept. Thus, a good agreement is obtained by comparing the expected default
signatures to those achieved by the developed inverse method.

Keywords: Independent Component Analysis (ICA), source identification, gear mechanism,
geometrical defects

1. Introduction

Diagnosis, without disassembling different parts of a given machine, represents the main purpose
to be achieved in the defect detection practice. This procedure allows the industry to save
time and money. That is why many approaches found in the literature can be considered as
tools to realize non destructive diagnosis of machines. Usually, any internal default or external
force which excites mechanical systems can be identified by frequency analysis. That allows the
determination of the internal default excitation frequencies or the external excitation forces.
However, the knowledge of the different excitation frequencies existing in the spectrum of the
system vibratory signal is insufficient to determine the type of defaults, its amplitude and its
position in the system. To surpass these limitations, various methods have been developed in
order to solve the source separation problem leading to different algorithms which can be used
for modal analysis of structures and dynamic systems (Antoni et al., 2004; Poncelet et al., 2007;
Kerschen et al., 2007; Abbès et al., 2011; Akrout et al., 2012a,b). One of these techniques is the
Blind Source Separation (BSS) which was presented by many researchers (Antoni and Braum,
2005) and (Antoni, 2005). It consists in separating an independent linear mixture source signal
without any information about the sources by using only the measured vibratory response of
the system. The separation procedure is based on the statistical independency of sources.
In the last few years, an increasing number of works using the ICA concept for detecting

defects in mechanical systems have been found. Many researchers have developed different algo-
rithms based on the ICA technique for the diagnosis of rotating machines (Servière and Fabry,
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2004) and (Taktak et al., 2012), bearings (Shalvi and Weinstein, 1990) and structures (Zang and
Friswel, 2004), (Akrout et al., 2012a,b).
In this paper, the ICA method is applied to diagnosis a one-stage spur gear system. The spur

gear represents a device that ensures transmission of movement in various mechanical systems. In
a gear mechanism, there appear frequently many internal defaults which generate disturbances
in the dynamic responses. By using the ICA concept, both the amplitude and the frequency are
used to localize the defaults.
After presentation of the separation method including the definition of the ICA in Section 2,

Section 3 presents the separation hypothesis of the ICA concept and the associated different
steps. Section 4 presents the results and the discussion of the application of this technique to a
one-stage spur gear to identify its internal defaults.
It is also worth mentioning that in our previous work (Taktak et al., 2012), the observed

signals (accelerations) are determined on two nodes of a discretized crankcase flexible plate.
However, in this article, the vibratory responses are calculated in the pinion and the gear centre,
respectively.

2. Inverse method for dynamic problem: the Independent Component Analysis
(ICA)

2.1. ICA definition

The ICA method was defined by Comon (1990) as a statistical technique that aims at
decomposing a random signal X (measured signal) into a linear combination of independent
signals (source signals). Then, the ICA problem is formulated as follows

X = AS (2.1)

where X is a column vector of M output observations, which represents an instantaneous linear
mixture of source signals S defined by a column vector of N sources. A is a M × N mixing
matrix. The equation of the ICA concept is described as follows (Zang et al., 2004; Abbès et al.,
2011; Akrout et al., 2012)

Xj(t) =
N∑

i=1

ajiSi(t) j = 1, . . . ,M (2.2)

2.2. ICA indeterminacies

In spite of its advantages in separating source signals, two ambiguities are inherent to the
ICA method: it aims at identification of both source signals and the mixing matrix with certain
indeterminacies that include arbitrary scaling and permutation. The mixture model can be
expressed as follows (Antoni, 2005; Tong et al., 1991)

X = AP−1PS (2.3)

where P is the permutation matrix.
In the same way, the observations can be rewritten as follows

X = AD−1DS (2.4)

D is a diagonal matrix. So any scalar multiplier to one of the source Si could be avoided by
dividing the corresponding column of the matrix A.
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These two indeterminacies imply that it is impossible to obtain a unique determination of
the original sources. So the separating matrix B is estimated by the product BA which is equal
to the diagonal matrix D up to the permutation matrix P

BA = DP (2.5)

In order to reduce the shape indeterminacy in the model and save the waveform of the original
signals, a constraint of unit variance is imposed on the sources S to eliminate the scale factor
(Antoni, 2005; Tong et al., 1991)

E[SS+] = I (2.6)

where (+) denotes the conjugate, and I is the N ×N identity matrix.
The ICA concept assumes that the sources Si must be statically independent uncorrelated

and have a non-Gaussian distribution. Then, to perform the estimated source signals task and
the mixing matrix A, the ICA requires some separation assumptions which are presented in the
following section.

2.3. Separation assumptions

2.3.1. Statistical independency of the sources

The separation can be achieved only when all the components of the separating system
are mutually and statically independent. The components of a random vector X are mutually
independent if and only if the probability density of the vector X is equal to the marginal
probability density (Akrout et al., 2012a,b; Hyvärinen and Oja, 2000)

Px(x) =
N∏

i=1

Pxi(xi) (2.7)

Many formulations are used to assure the statistical independence of the sources such as the
mutual information which is based on the Kulback divergence (Comon, 1990)and the likelihood
estimation (Geata and Lacoume, 1990).

2.3.2. Uncorrelated sources

The statistical independence of the sources imposes that the sources must be uncorrelated.
So, two variables Y1 and Y2 are uncorrelated if and only if their covariance is equal to zero
(Akrout et al., 2012a,b; Comon, 1990)

E{Y1Y2} − E{Y1}E{Y2} = 0 (2.8)

2.4. Non-Gaussianity distribution of the sources

Another very useful hypothesis in the source separation is the non-Gaussianity of the so-
urces (Akrout et al., 2012a,b; Comon, 1990). This criterion is especially essential in the case
of stationary white sources since the non-Gaussianity of the sources is needed to achieve the
separation.
The Gaussianity of a signal is defined as the difference between the distributions of the

signal and the Gaussian signal with the same power. Instantaneous linear mixture sources can
be separated by maximizing the non-Gaussianity of the output signal, which is obtained by a
linear combination of the observations.
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The non-Gaussianity can be evaluated by the kurtosis or the fourth order cumulate. The
Kurtosis of a variable y is expressed as follows (Comon, 1990)

Kurt(y) = E{y4} − 3(E{y2})2 (2.9)

Another measure of non-Gaussianity which can be used is the negentropy theory which is based
on the theoretical quantity of the differential entropy (Wiggins, 1978).The differential entropy
of a variable y with a density f(y) can be defined as follows (Hyvärinen and Oja, 2000)

H(y) = −
∫
f(y) log(f(y)) dy (2.10)

So, the negentropy which is equal to zero for the Gaussian variable can be written as follows
(Hyvärinen and Oja, 2000)

J(y) = H(ygauss)−H(y) (2.11)

where ygauss is a random variable which has the same covariance matrix as y. So, the negentropy
is always non negative and it is equal to zero in the case of Gaussian variable.

3. ICA steps

3.1. Pre-processing for ICA

Before applying the ICA algorithm and to guarantee the uncorrolatedness of the sources, it
is useful to do some pre-processing. These pre-processings make the ICA estimation easy. These
pre-processings are presented in the following sections.

3.1.1. Centring

The first pre-treatment is the centring. Each observed vector X must be centred, i.e., sub-
tracts its mean vector m = E{X}; so, X will be the zero mean variable which implies that {S}
is the zero mean as well (Hyvärinen and Oja, 2000).

3.1.2. Whitening

The second pre-treatment used in ICA is whitening of the observations X. This means that
before applying the ICA algorithm, we transform the vector X to a white vector X̃ which has
uncorrelated components, and the variance of its components is equal to unity and (Thirion-
-Moreau, Moreau, 2000)

X̃ =WX (3.1)

W is the whitening matrix, it is determined by the eigenvalues decomposition of the covariance
matrix which is defined by

Rx(0) = E{XX+} = AA+ = UDUT (3.2)

where U is the eigenvector orthogonal matrix of E{XXT} and D is the diagonal matrix of its
eigenvalues.
So,we can write

E{(WX)(WX)+} =WW+E{XX+} = I (3.3)
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Then, the whitening matrix can be defined as follows

W = D−1/2UT (3.4)

This transformation allows definition of a new matrix Ã

X̃ = D−1/2UTAS = ÃS (3.5)

Ã is an orthogonal mixing matrix, then we can write

E{X̃X̃T} = ÃE{SST}ÃT = ÃÃT = I (3.6)

So, the whitening of the observations contributes to reduction of the number of parameters to
be estimated. Instead of estimating n2 parameters, only the elements of the new orthogonal
matrix Ã are considered. We noticed that an orthogonal matrix has n(n − 1)/2 degrees of
freedom (Hyvärinen and Oja, 2000).

3.2. ICA algorithm

3.2.1. Kurtosis maximization

In the literature, many contrast functions have been proposed. Among them the Kurtosis
defined by the normalized fourth order marginal cumulate is the commonly used statistical
quantity in the ICA concept (Comon, 1994). The kurtosis was firstly used in blind separation
of seismic signals and digital communication (Shalvi and Weinstein, 1990; Wiggins, 1978).
The separation of sources using ICA is based on the determination of each column of the

separating matrix W. Then it determines the source related to this column. The extracting
vector of the mixing matrix can be defined as follows (Akrout et al., 2012a,b; Zarzoso and
Comon, 2010)

Y =WHX (3.7)

where Y is the estimated source and W is the separating matrix, (·)H denotes the conjugate
transpose operator.W must maximize the Kurtosis in order to guarantee the non-Gaussianity
distribution. This Kurtosis is defined as follows (Akrout et al., 2012a,b; Zarzoso and Comon,
2010)

K(ω) =
E{|y|4} − 2E2{|y|2} − |E{y2}|2

E2{|y|2} (3.8)

In order to maximize this function, an exact line search of the absolute Kurtosis contrast is
performed, which is defined as (Zarzoso and Comon, 2010)

µopt = arg
(
K(w + µg)

)
(3.9)

where g is the search direction defined as the gradient g = ∇w
(
K(ω)

)
. The exact line search is

determined after determination of roots of a fourth degrees polynomial, so the roots leading to
the absolute maximum of the contrast along the search direction are chosen.
After the determination of the column of the separating matrix, a deflation approach is

considered in order to extract the source corresponding to the determined column.

3.2.2. Deflation approach

The deflation approach allows escaping from a multiple inputs/multiple outputs system
into a system with a single input/multiple outputs. The deflation approach is used to extract
successively the sources. This ensures that each source is chosen once with multiplying the exact
factor. After the determination of the column vector of the separation matrixW by maximizing
the kurtosis contrast, the deflation approach is used in order to determine the estimated source.
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4. Diagnosis of a one-stage gear mechanism

The purpose of this part is to provide an illustration of the capability of the ICA algorithm
to separate and extract signals from a given mechanical system which is a one-stage spur gear
mechanism. The ICA concept is applied to this system and the source identification results are
presented and discussed.

4.1. System presentation

The studied system is a one-stage spur gear mechanism. It can be divided into two blocks
as presented in Fig. 1a. The first block is composed by the input shaft (1) and a pinion. The
second block is constituted by the gear and the output shaft (2). Both the pinion and the gear
are supposed to be rigid. The shafts, which are assumed to be flexible, are discretized by two
node beam finite elements (Fig. 1b) with 6 degrees of freedom per node.

Fig. 1. Studied case: (a) model of a one-stage spur gear, (b) discretized single spur gear

The shafts are supported by bearings each modelled by two linear springs. The gear mesh
stiffness is modelled by a linear spring acting on the line of action of the meshing teeth.
The expression of the displacement on the line of action is expressed as (Chaari et al., 2008)

δ(t) = (z1 − z2) sin γ + (y1 − y2) cos γ + θxprbp + θxgrbg (4.1)

where zi and yi (i = 1, 2) are respectively the centre displacements of the pinion and gear.
θxp and θxg are angular rotations of the pinion and the gear centre, respectively. rbp and rbg are
the basis radius of the pinion and the gear, respectively. γ is the pressure angle.
The equation of motion of the system is defined as (Chaari et al., 2008)

Mq̈+Cq̇+K(t)q = Fext (4.2)

where M, C and K(t) are respectively the global mass, damping and stiffness matrices of the
whole system. q is the vector of degrees of freedom, Fext is the external applied forces vector.
The mass matrix M is a diagonal matrix which can be written as follows (Chaari et al.,

2008)

M =




M1 0 0 0
0 Mp 0 0
0 0 Mg 0
0 0 0 M2


 (4.3)

Mi (i = 1, 2) is the mass matrix of the ith shaft;Mp andMg are respectively the mass matrices
of the pinion and the gear (Chaari et al., 2008).
K(t) includes the shafts stiffness, bearing stiffness and the time varying gear mesh stiffness

matrix.The stiffness matrix of the shafts is determined by the FE model presented in Fig. 1b.
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Then, the matrix K(t) can be divided into a mean stiffness matrix K and a fluctuating one
KGS(t) (Chaari et al., 2008)

K(t) = K+KGS(t)

K =




Kshaft′1′ KC1 0 0
KTC1 Kbearing′1′ 0 0
0 0 Kbearing′2′ KC2
0 0 KTC2 Kshaft′2′




(4.4)

Kshaft′i′ and Kbearing′i′ (i = 1, 2) are the stiffness matrices of the ith shaft. KC1 and KC2 are
the coupling matrices between the bearings and shafts. The bearing stiffness matrices contain
the translation stiffness along with the z and y directions (Chaari et al., 2008) (Ky1 = Kz1 =
Ky2 = Kz2 = 108 N/m).
KGS(t) is the fluctuation stiffness matrix defined as follows (Chaari et al., 2008)

KGS(t) =




0 0 0 0 0 0 0 0 0 0 0 0
0 s4 s5 s6 0 0 0 −s4 −s5 s8 0 0
0 s5 s3 s7 0 0 0 −s5 s3 s9 0 0
0 s6 s7 s10 0 0 0 −s6 s7 s12 0 0
0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0
0 −s4 −s5 −s6 0 0 0 s4 s5 −s8 0 0
0 −s5 −s3 −s7 0 0 0 s5 s3 −s9 0 0
0 s8 s9 s12 0 0 0 −s8 −s9 s11 0 0
0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0




Ke(t) (4.5)

where Ke(t) is the time varying gear mesh stiffness.
The terms si (i = 1, . . . , 12) are given in Table 1.

Table 1. Coefficients si

s1 sin γ s7 rbp sin γ
s2 cos γ s8 rbg cos γ
s3 sin2 γ s9 rbg sin γ
s4 cos2 γ s10 r2bp
s5 sin γ cos γ s11 r2bg
s6 rbp cos γ s12 rbgrbp

The damping matrix of the system is determined from a combination between the mass
matrix of the system and the mean stiffness matrix

C = αM+ βK (4.6)

where α and β are two constants which influence the stability of the system. The properties of
the studied system are presented in Tables 2 and 3.

4.2. Geometrical and teeth defect models

In order to disturb the dynamic response of the studied system, some defects have been
introduced into the spur gear. The vibration sources (internal and external excitations) of the
dynamic transmission are multiple. However, the internal sources have considerable effects on
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Table 2. Parameters of the spur gear (Hidaka et al., 1979)

Pinion Gear

Teeth numbers 20 40
Mass [kg] 0.6659 2.663
Inertia Moment [kgm2] 2.996 · 10−4 0.0048
Base diameter circle [m] 0.0564 0.1128
Rotation speed [rpm] 1500 750
Torque [Nm] 10 −20
Module [mm] 3
Pressure angle [deg] 20
Gear mesh frequency [Hz] 500

Table 3. Parameters of the input and output shafts (Hidaka et al., 1979)

Shaft characteristics value
Material steel

Young’s modulus [MPa] 2 · 105
Length [m] 0.45
Section [m2] 3.84 · 10−3

Poisson’s coefficient 0.29
Density [kg/m3] 7858

the dynamic response of the system. As examples, of internal excitation sources, we can mention
assembly defects which are characterized by an excitation frequency which corresponds to the
rotation frequency of the shafts as well as geometric deviation which is characterized by an
excitation frequency corresponding to the gear mesh rotation frequency.
The geometric deviation comes mainly from manufacturing defects; they are duplicated typi-

cally at the gear mesh frequency. We can distinguish the profile error which presents the difference
between the actual profile and the theoretical profile of the teeth. According to Munro (1967),
the profile error which is duplicated on each tooth, induces a transmission error marked at the
gear mesh frequency and its harmonics.
The eccentricity error represents the difference between the real and theoretical location of

the axes of the gear polar moment of inertia. Munro (1967) shows that the eccentricity of the
wheel is characterized by the presence of a main peak at the rotation frequency in the spectrum
of the static transmission.
Furthermore, teeth defects, such as spalling, breakage and crack, can affect considerably the

dynamic behaviour of the gear transmission. In that case, several dynamic models have been
developed in order to achieve some diagnosis solutions (Munro, 1967; Chaari et al., 2009).
The eccentricity error and the localized tooth defect have the following expressions (Hidaka

et al., 1979; Wajag and Kahraman, 2002)

Fdef1 = Ke(t)ec sin(2πfrt) Fdef2 = Ke(t)ec sin(2πfent) (4.7)

where fr is the rotation frequency of the shaft, ec is the excitation amplitude, fen is the gear
mesh frequency. Therefore, the equation of motion of the spur gear transmission can be expressed
as follows

M, q̈+Cq̇+K(t)q = F− Fdef1 − Fdef2 (4.8)

Equation (4.10) is solved using the New mark method. Then, vibratory responses of the system
are determined and used to reconstruct the forces related to different system failures.
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4.3. Numerical simulation

As mentioned above, the first step in the simulation process is the introduction of both
eccentricity and tooth defaults. The waveforms of the two internal defects introduced in the
gear transmission are presented in Figs. 2 and 3. The first one (Fig. 2) corresponds to the
temporary evolution of the eccentricity error. The second one (Fig. 3) corresponds to the time
evolution of the tooth defect.

Fig. 2. Time-evolution of the eccentricity error

Fig. 3. Time-evolution of the localized tooth defect

In order to extract the original sources, the observed signals (accelerations) are determined at
both the centre of the pinion and the centre of the gear and by taking into account the presence
of the tooth failure and the eccentricity error. The rotational speed of the pinion is equal to
N = 1500 tr/min. The period is Te = 0.002 s which corresponds to the gear mesh frequency
fe = 500Hz.
Then, these calculated dynamic reponses are used as inputs in the ICA separation algorithm

to estimate the waveforms of the real internal defects in the spur gear as well as the excitation
frequency and, finally, to identify the type of defect.
After determination of the observed signals, the ICA algorithm is applied to determine the

estimated sources which correspond to the internal defects of the spur gear. The presence of the
rotation frequency of the shaft in the spectrum of the estimated sources indicates clearly the
position defect with the corresponding waveform. So, the eccentricity error can be identified.
If only the gear mesh frequency and its harmonics are observed, we can stipulate that there is
a tooth failure with the waveform and we can distinguish between the different tooth failures
which may exist.
Figure 4 presents the evolution of the estimated source extracted by the ICA method from

the observed signals versus time superimposed with the original source, which presents the
eccentricity error. The estimated source has almost the same waveform and amplitude as the
original source. The two sources have the same excitation frequency.
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Fig. 4. Original and estimated time-evolution of the eccentricity defect

In Fig. 5, the spectrum of the estimated source corresponding to the eccentricity error is
presented. We notice the presence of a peak at the rotation frequency of the shaft which is equal
to 25Hz and other peaks at the gear mesh frequency and its harmonics that correspond to the
excitation frequency of the eccentricity error.

Fig. 5. Spectrum of the estimated signal of the eccentricity defect

Figure 6 shows the time-evolution of both original and estimated source corresponding to
the tooth defect. So, one can clearly see the efficiency of the developed inverse method for
reconstruction of the introduced internal defects. The amplitudes and the waveforms of the
original and the estimated excitation source are almost identical.

Fig. 6. Original and estimated time-evolution of the localized tooth defect

In Fig. 7, the spectrum of the second estimated source is presented. Here, we noticed the
presence of three peaks corresponding to the gear mesh frequency and its harmonics. Hence, the
excitation frequency of the tooth defect can be identified (fe = 500Hz).
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Fig. 7. Spectrum of the estimated signal of the second defect

From all the results presented above, we conclude that the estimated sources reconstructed
by the developed inverse method(ICA algorithm) have the same waveforms and excitation fre-
quencies as the internal defects considered present in the system. So, the ICA method gives good
results for dynamic diagnosis of a one-stage spur gear and can be employed for other complicated
mechanical systems.

5. Conclusion

In this paper, the ICA method has been presented and applied to a mechanical system defined
bya one-stage spur gear in order to identify the eventual internal defects. Two different types of
internal defects have been introduced in the equation of motion: the eccentricity error and tooth
defect. Then, by using the dynamic response signals as inputs in the ICA algorithm, we have
succeeded to recover the estimated sources which correspond to real internal sources introduced
in the gear system. So, the usefulness of the proposed method is demonstrated.
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In this note free vibrations of plate bands with functionally graded properties, resting on an
elastic foundation, are investigated. On the micro-level, these plate bands have a tolerance-
-periodic structure. It can be shown that in dynamic problems of those objects, the effect
of the microstructure size plays a role. This effect can be described in the framework of the
tolerance model, which is presented here for these bands. Obtained results are evaluated
introducing the asymptotic model. Both fundamental and higher free vibration frequencies
of these plate bands are calculated using the Ritz method. The effects of differences of
material plate properties in the cell on the microlevel and of the foundation are shown.

Keywords: thin functionally graded plate band, microstructure size, free vibrations, material
properties, elasic foundation

1. Introduction

In the civil engineering, plates interacting with the subsoil are often used as elements of building
foundations or reinforcements of roads foundations. In many cases, the first approximation of
the subsoil can be a model of Winkler’s foundation.
In this paper, free vibrations of thin functionally graded plate bands with span L (along

the x1-axis) interacting with elastic Winkler’s foundation are considered. It is assumed that
these plate bands have the functionally graded structure along their span on the macrolevel,
but on the microlevel their structure is, so called, tolerance-periodic in x1, i.e. nearly periodic,
cf. Jędrysiak (2010), Jędrysiak and Michalak (2011), Kaźmierczak and Jędrysiak (2010, 2011,
2013). Hence, the plate bands are called thin functionally graded plate bands, cf. Jędrysiak
(2010). The plate material properties are assumed to be independent of the x2-coordinate. The
size of microstructure is determined by length l of “the cell”, being very small compared to the
plate span L. A fragment of the plate band is shown in Fig. 1.

Fig. 1. A fragment of a thin functionally graded plate band interacting with Winkler’s foundation
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Vibrations of such plates are described by a partial differential equation with highly oscilla-
ting, tolerance-periodic, non-continuous coefficients. Because analysis of these plates is too com-
plicated using the equation of the plate theory, different averaged models have been proposed.
These models are usually described by partial differential equations with smooth, slowly-varying
coefficients.
Functionally graded structures can be described by approaches applied to analyse macro-

scopically homogeneous media, e.g. periodic, cf. Suresh and Mortensen (1998). Between these
models it can be mentioned those based on the asymptotic homogenization method for periodic
solids, cf. Bensoussan et al. (1978). Models of such kind for periodic plates can be found in
a series of papers, e.g. Kohn and Vogelius (1984). Other models are based on the microlocal
parameters approach, cf. Matysiak and Nagórko (1989), or the nonstandard homogenization, cf.
Nagórko (1998). However, the effect of the microstructure size on the dynamic plate behaviour
is neglected in the governing equations of those models. Composite plates can be also parts of
more complicated structures such as thin-walled composite columns or beams, cf. Kołakowski
(2009, 2012), Królak et al. (2009), Kubiak (2006). Moreover, nonhomogeneous Winkler’s type
solids can be approximations of foam cores in three layered composite plates, cf. Magnucka-
-Blandzi (2011). Theoretical and numerical results of different problems of functionally graded
structures are presented in many papers. Jha et al. (2013) analysed free vibrations of functio-
nally graded thick plates with shear and normal deformations effects. The static response of
functionally graded plates and shells was investigated using higher order deformation theories
by Oktem et al. (2012). Vibrations of FG-type plates were analysed using a collocation method
with higher-order plate theories by Roque et al. (2007). Free vibrations of shells were presented
by Tornabene et al. (2011). Problems of functionally graded plates resting on a foundation were
also considered, e.g. by Tahouneh and Naei (2014) with using the three-dimensional elasticity
theory by Yajuvindra Kumar and Lal (2012), where vibrations of nonhomogeneous plates with
varying thickness interacting with a foundation were analysed. A list of papers of various the-
oretical and numerical results of thermomechanical problems of functionally graded structures
can be found in Jędrysiak (2010), Woźniak et al. (2008, 2010). Unfotunately, the effect of the
microstructure size is usually neglected in the governing equations of those models.
This effect can be taken into account in the governing equations in the framework of the

tolerance modelling, cf. Woźniak and Wierzbicki (2000), Woźniak et al. (2008, 2010). Various
thermomechanical problems of periodic structures were investigated in a series of papers apply-
ing this method, e.g. dynamics of periodic plane structures by Wierzbicki and Woźniak (2000),
vibrations of medium-thickness plates by Baron (2006), static problems of thin plates with mo-
derately large deflections by Domagalski and Jędrysiak (2012), nonlinear vibrations of beams by
Domagalski and Jędrysiak (2014), vibrations of thin plates resting on an elastic nonhomogene-
ous foundation by Jędrysiak (1999, 2003), vibrations of medium-thickness plates resting on an
elastic foundation by Jędrysiak and Paś (2005, 2014), vibrations with damping of plate strips
with a periodic system of concentrated masses by Marczak and Jędrysiak (2014), vibrations of
wavy-type plates by Michalak (2002), vibrations of thin plates with stiffeners by Nagórko and
Woźniak (2002), vibrations of thin cylindrical shells by Tomczyk (2007, 2013). These papers
show that the effect of the microstructure size plays a crucial role in nonstationary (and some
stationary) problems of periodic structures.
The tolerance modelling method is also applied to similar thermomechanical problems of

functionally graded structures, e.g. Jędrysiak (2010), Woźniak et al. (2010). Some applications to
dynamic and stability problems for thin transversally graded plates with the microstructure size
bigger than the plate thickness were shown by Jędrysiak and Michalak (2011), Kaźmierczak and
Jędrysiak (2010, 2011, 2013, 2014); for thin functionally graded plates with the microstructure
size of an order of the plate thickness by Jędrysiak (2013, 2014), Jędrysiak and Pazera (2014);
for functionally graded skeletonal shells by Michalak (2012); for heat conduction in functionally
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graded hollow cylinders by Ostrowski and Michalak (2011); for thin longitudinally graded plates
by Michalak and Wirowski (2012), Wirowski (2012). An extended list of papers can be found in
the books by Woźniak et al. (2008, 2010).
The main aims of this paper are four. The first of them is to formulate the tolerance and

the asymptotic models of vibrations for thin transversally graded plate bands. The second aim
is to apply these models to calculate free vibration frequencies of a simply supported plate band
interacting with Winkler’s foundation using the Ritz method. The third is to analyse the effect
of various distribution functions of material properties and the effect of the foundation on the
frequencies. The fourth aim is to show the effect of differences in the cell between material
properties (Young’s modulus and mass densities) on the frequencies.

2. Formulation of the problem

Considerations are assumed to be independent of the x2-coordinate. Let us denote x = x1,
z = x3, x ∈ [0, L], z ∈ [−d/2, d/2], with d as a constant plate thickness. The plate band is
described in the interval Λ = (0, L), with “the basic cell” ∆ ≡ [−l/2, l/2] in the interval Λ, where
l is the length of the basic cell, satisfying conditions: d ≪ l ≪ L. By ∆(x) ≡ (x − l/2, x + l/2)
a cell with the centre at x ∈ Λ is denoted. It is assumed that the plate band is made of two
elastic isotropic materials, perfectly bonded across interfaces. The materials are characterised
by Young’s moduli E′, E′′, Poisson’s ratios ν ′, ν ′′ and mass densities ρ′, ρ′′. Similarly, the elastic
foundation is made of two various materials characterised by Winkler’s coefficients k′, k′′. Let
E(x), ∆(x), k(x), x ∈ Λ, be tolerance-periodic, highly-oscillating functions in x, but Poisson’s
ratio ν ≡ ν ′ = ν ′′ constant. Assuming E′ 6= E′′ and/or ρ′ 6= ρ′′, the plate material structure can
be treated as functionally graded in the x-axis direction. Similarly, for k′ 6= k′′, the foundation
structure is functionally graded. Let ∂ denote the derivative with respect to x, and w(x, t) (x ∈ Λ,
t ∈ (t0, t1)) be deflection of the plate band.
Tolerance-periodic functions in x describe the plate band properties – the mass density per

unit area of the midplane µ, the rotational inertia ϑ and the bending stiffness B

µ(x) ≡ dρ(x) ϑ(x) ≡ d3

12
ρ(x) B(x) ≡ d3

12(1 − ν2)E(x) (2.1)

respectively. Free vibrations of thin functionally graded plate bands, on the well known Kirchhoff
plate theory assumptions, can be described by the partial differential equation of the fourth order
with respect to the deflection w

∂∂[B∂∂w] + µẅ − ∂(ϑ∂ẅ) + kw = 0 (2.2)

with highly-oscillating, non-continuous, tolerance-periodic coefficients.

3. Foundations of the modelling

3.1. Introductory concepts

Following the book edited by Woźniak et al. (2010) and the book by Jędrysiak (2010),
some introductory concepts of the tolerance modelling are used, i.e. the averaging operator,
tolerance system, slowly-varying function SV αξ (Λ,∆), tolerance-periodic function TP

α
ξ (Λ,∆),

highly oscillating function HOαξ (Λ,∆), fluctuation shape function FS
2
ξ (Λ,∆), where ξ is the

tolerance parameter and α is a positive constant determining kind of the function. Some of
these concepts are reminded below.
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A cell at x ∈ Λ∆ is denoted by ∆(x) = x+∆, Λ∆ = {x ∈ ∆ : ∆(x) ⊂ Λ}. The basic concept
of the modelling technique is the averaging operator, for an integrable function f defined by

〈f〉(x) = 1
l

∫

∆(x)

f(y) dy x ∈ Λ∆ y ∈ ∆(x) (3.1)

If f is a function tolerance-periodic in x, its averaged value by (3.1) is slowly-varying in x.
Let h(·) be a highly oscillating function defined on Λ, h ∈ HO2ξ (Λ,∆), continuous together

with the gradient ∂1h and with a piecewise continuous and bounded gradient ∂2h. The function
h(·) is the fluctuation shape function of the 2-nd kind, FS2ξ (Λ,∆), if it depends on l as a
parameter and the condition 〈µh〉(x) ≈ 0 holds for every x ∈ Λ∆, where µ > 0 is a certain
tolerance-periodic function, l is the microstructure parameter.

3.2. Fundamental assumptions

Following the books by Woźniak et al. (2010), Jędrysiak (2010) and applying the introductory
concepts, the following fundamental modelling assumptions can be formulated.
The micro-macro decomposition is the first assumption, in which the deflection w appears

in the form

w(x, t) =W (x, t) + hA(x)V A(x, t) A = 1, . . . , N x ∈ Λ (3.2)

with W (·, t), V A(·, t) ∈ SV 2ξ (Λ,∆) (for every t) as basic kinematic unknowns (W is called the
macrodeflection; V A are called the fluctuation amplitudes) and hA(·) ∈ FS2ξ (Λ,∆) as the known
fluctuation shape functions.
In the tolerance averaging approximation, being the second modelling assumption, the terms

of an order of O(ξ) are treated as negligibly small in the course of modelling.

4. The tolerance modelling procedure

The modelling procedure of the tolerance averaging technique was shown by Woźniak et al.
(2010) and for thin functionally graded plates by Jędrysiak (2010). Below, it is outlined.
The formulation of the action functional is the first step

A(w(·)) =
∫

Λ

t1∫

t0

L(y, ∂∂w(y, t), ∂ẇ(y, t), ẇ(y, t), w(y, t)) dt dy (4.1)

where the lagrangean L is given by

L = 1
2
(µẇẇ + ϑ∂ẇ∂ẇ −B∂∂w∂∂w − kww) (4.2)

From the principle of stationary action to functional (4.1) combined with (4.2), after some
manipulations, known equation (2.2) of free vibrations for thin functionally graded plate bands
interacting with Winkler’s foundation is derived.
The next step of the tolerance modelling is substituting micro-macro decomposition (3.2) into

lagrangean (4.2). Applying averaging operator (3.1) and the tolerance averaging approximation,
the tolerance averaged form 〈Lh〉 of lagrangean (4.2) is obtained in the third step

〈Lh〉 = −
1
2
{(〈B〉∂∂W + 2〈B∂∂hB〉V B)∂∂W + 〈k〉WW + 2W 〈khB〉V B + 〈ϑ〉∂Ẇ∂Ẇ

+ (〈khAhB〉+ 〈B∂∂hA∂∂hB〉)V AV B − 〈µ〉Ẇ Ẇ + (〈ϑ∂hA∂hB〉 − 〈µhAhB〉)V̇ AV̇ B}
(4.3)
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where the macrodeflection W and the fluctuation amplitudes V A, A = 1, . . . , N , are new basic
kinematic unknowns. The known fluctuation shape functions V A are introduced in micro-macro
decomposition (3.2).
Using the principle of stationary action to the averaged functional Ah combined together

with lagrangean (4.3), the system of governing equations is derived.

5. Model equations

From the principle of stationary action applied to the averaged functional Ah with lagrangean
(4.3), after some manipulations, the following system of equations for W and V A is obtained

∂∂(〈B〉∂∂W + 〈B∂∂hB〉V B) + 〈k〉W + 〈khA〉V A + 〈µ〉Ẅ − 〈ϑ〉∂∂Ẅ = 0
〈B∂∂hA〉∂∂W + 〈khA〉W = −(〈B∂∂hA∂∂hB〉+ 〈khAhB〉)V B

− (〈µhAhB〉+ 〈ϑ∂hA∂hB〉)V̈ B
(5.1)

The above equations are a system of N + 1 differential equations constituting the tolerance
model of thin functionally graded plate bands. The underlined terms in these equations depend
on the microstructure parameter l. Hence, this model allows one to take into account the effect
of the microstructure size on free vibrations of these plates. The coefficients of equations (5.1)
are slowly-varying functions in x. It can be observed that boundary conditions for these plate
bands (in Λ = (0, L)) are formulated only for the macrodeflection W (on edges x = 0, L) but
not for the fluctuation amplitudes V A, A = 1, . . . , N .
It can be observed that after neglecting terms with the parameter l in equations (5.1)2, the

algebraic equations for fluctuation amplitudes V A are obtained

V A = −(〈B∂∂hA∂∂hB〉)−1〈B∂∂hB〉∂∂W (5.2)

Substituting formula (5.2) into (5.1)1, the following equation for W is derived

∂∂
(
(〈B〉 − 〈B∂∂hA〉(〈B∂∂hA∂∂hB〉)−1〈B∂∂hB〉)∂∂W

)
+ 〈k〉W + 〈µ〉Ẅ = 0 (5.3)

The above equation together with micro-macro decomposition (3.2) represents the asymp-
totic model of thin functionally graded plate bands. Governing equation (15) with equations
(5.2) of this model can be obtained using also the formal asymptotic modelling procedure, cf.
Woźniak et al. (2010), Kaźmierczak and Jędrysiak (2011, 2013). It can be observed that this
procedure leads to model equations without terms describing the effect of the microstructure
size on free vibrations of these plates. Hence, in the framework of the asymptotic model, the
macrobehaviour of these plate bands can be only investigated.

6. Example: free vibrations of plate bands

6.1. Introduction

Free vibrations of a simply supported thin plate band with span L along the x-axis interacting
with Winkler’s foundation are considered. The properties of the plate band are

ρ(·, z), E(·, z) =
{
ρ′, E′ for z ∈ ((1− γ(x))l/2, (1 + γ(x))l/2)

ρ′′, E′′ for z ∈ [0, (1 − γ(x))l/2] ∪ [(1 + γ(x))l/2, l]
(6.1)

with a distribution function of material properties γ(x), see Fig. 2. Moreover, it is assumed that
the foundation is homogeneous with the Winkler’s coefficient k = const .
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Our considerations are restricted only to one fluctuation shape function, i.e. A = N = 1.
Denote h ≡ h1, V ≡ V 1. Hence, micro-macro decomposition (3.2) of the deflection w(x, t) has
the form

w(x, t) =W (x, t) + h(x)V (x, t)

where W (·, t), V (·, t) ∈ SV 2ξ (Λ,∆) for every t ∈ (t0, t1), h(·) ∈ FS2ξ (Λ,∆).

Fig. 2. “Basic cell” of the functionally graded plate band interacting with Winkler’s foundation

The cell structure is shown in Fig. 2. Thus, the periodic approximation of the fluctuation
shape function h(x) has the form

h̃(x, z) = Λ2[cos(2πz/l) + c(x)] z ∈ ∆(x) x ∈ Λ

where the parameter c(x) is a slowly-varying function in x and is determined by 〈µ̃h̃〉 = 0

c = c(x) = {sin[πγ̃(x)](ρ′ − ρ′′)}
{
π{ρ′γ̃(x) + ρ′′[1− γ̃(x)]}

}−1

where γ̃(x) is the periodic approximation of the distribution function of the material proper-
ties γ(x). The parameter c(x) is treated as constant in the calculations of derivatives ∂h̃, ∂∂h̃.
Under denotations:

B̆ = 〈B〉 B̂ = 〈B∂∂h〉 B = 〈B∂∂h∂∂h〉 K̆ = 〈k〉
K̃ = l−2〈kh〉 K = l−4〈khh〉 µ̆ = 〈µ〉 µ = l−4〈µhh〉
ϑ̆ = 〈ϑ〉 ϑ = l−2〈ϑ∂h∂h〉

(6.2)

tolerance model equations (5.1) can be written as

∂∂(B̆∂∂W + B̂V ) + K̆W + l2K̃V + µ̆Ẅ − ϑ̆∂∂Ẅ = 0
B̂∂∂W + l2K̃W + (B + l4K)V + l2(l2µ+ ϑ)V̈ = 0

(6.3)

however, plate band equation (5.3) has the form

∂∂[(B̆ − B̂2/B)∂∂W ] + K̆W + µ̆Ẅ − ϑ̆∂∂Ẅ = 0 (6.4)

Equation (6.4) describes free vibrations of this plate band within the asymptotic model. All
coefficients of model equations (6.3) and (6.4) are slowly-varying functions in x.

6.2. The Ritz method applied to the model equations

Equations (6.3) or (6.4) have slowly-varying functional coefficients. Analytical solutions to
them are too difficult to find. Hence, approximate formulas fo free vibrations frequencies can
be derived using the known Ritz method, cf. Kaźmierczak and Jędrysiak (2010). In order to
obtain these formulas, relations of the maximum strain energy Amax and the maximal kinetic
energy Vmax have to be determined.
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Solutions to equation (6.4) and equations (6.3) are assumed in form satisfying the boundary
conditions for the simply supported plate band

W (x, t) = AW sin(αx) cos(ωt) V (x, t) = AV sin(αx) cos(ωt) (6.5)

where α is the wave number, ω is the free vibrations frequency. Introducing denotations

B̆ =
d3

12(1 − ν2)

L∫

0

{E′′[1− γ̃(x)] + γ̃(x)E′}[sin(αx)]2 dx

B̂ =
πd3

3(1− ν2)(E
′ − E′′)

L∫

0

sin(πγ̃(x))[sin(αx)]2 dx

B =
(πd)3

3(1− ν2)

L∫

0

{(E′ − E′′)[2πγ̃(x) + sin(2πγ̃(x))] + 2πE′′}[sin(αx)]2 dx

µ̆ = d
L∫

0

{[1− γ̃(x)]ρ′′ + γ̃(x)ρ′}[sin(αx)]2 dx

ϑ̆ =
d3

12

L∫

0

{[1 − γ̃(x)]ρ′′ + γ̃(x)ρ′}[cos(αx)]2 dx

µ =
d

4π

L∫

0

{(ρ′ − ρ′′)[2πγ̃(x) + sin(2πγ̃(x))] + 2πρ′′}[sin(αx)]2 dx

+
d

π
(ρ′ − ρ′′)

L∫

0

c(x)[πc(x)γ̃(x)− 2 sin(πγ̃(x))][sin(αx)]2 dx

+ dρ′′
L∫

0

[c(x)]2[sin(αx)]2 dx

ϑ =
πd3

12

L∫

0

{(ρ′ − ρ′′)[2πγ̃(x)− sin(2πγ̃(x))] + 2πρ′′}[sin(αx)]2 dx

K̆ = k
L∫

0

[sin(αx)]2 dx

K̃ = k
L∫

0

c(x)[sin(αx)]2 dx =
k(ρ′ − ρ′′)

π

L∫

0

sin(πγ̃(x))
ρ′γ̃(x) + ρ′′[1− γ̃(x)] [sin(αx)]

2 dx

K =
1
2
k

L∫

0

c(x)[sin(αx)]2 dx =
k(ρ′ − ρ′′)
2π

L∫

0

sin[πγ̃(x)]
ρ′γ̃(x) + ρ′′[1− γ̃(x)] [sin(αx)]

2 dx

(6.6)

and using (6.5), the formulas of the maximum energies – strain Emax and kinetic Vmax – in the
framework of the tolerance model, take the form

ETMmax =
1
2
[(B̆A2Wα

2 − 2B̂AWAV )α2 + K̆A2W + 2l2K̃AWAV + (B + l4K)A2V ]

VTMmax =
1
2
[A2W (µ̆+ ϑ̆α

2) +A2V l
2(l2µ+ ϑ)]ω2

(6.7)
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For the asymptotic model, they can be written as

EAMmax =
1
2
[(B̆A2Wα

2− 2B̂AWAV )α2+ K̆A2W +BA2V ] VAMmax =
1
2
A2W (µ̆+ ϑ̆α

2)ω2 (6.8)

The conditions of the Ritz method take the form

∂(Emax − Vmax)
∂AW

= 0
∂(Emax − Vmax)

∂AV
= 0 (6.9)

Using (6.9) to relations (6.7), after some manipulations, the following formulas are obtained

(ω−,+)2 ≡
l2(l2µ+ ϑ)(α4B̆ + K̆) + (µ̆+ α2ϑ̆)(B + l4K)

2(µ̆+ α2ϑ̆)l2(l2µ+ ϑ)
(6.10)

∓

√
[l2(l2µ+ ϑ)(α4B̆ + K̆)− (µ̆+ α2ϑ̆)(B + l4K)]2 + 4(l2K̃ − α2B̂)2l2(µ̆+ α2ϑ̆)(l2µ+ ϑ)

2(µ̆+ α2ϑ̆)l2(l2µ+ ϑ)

for the lower ω− and the higher ω+ free vibrations frequencies, respectively, in the framework
of the tolerance model.
For asymptotic model conditions (6.9) applied to equations (6.8) lead, after some manipula-

tions, to the following formula

ω2 ≡ [(α4B̆ + K̆)B − α4B̂2][(µ̆+ ϑ̆α2)B]−1 (6.11)

of the lower free vibration frequency ω.

6.3. Results

Calculations are made for the following distribution functions of the material properties γ(x)

γ̃(x) = sin2
πx

L
γ̃(x) = cos2

πx

L
γ̃(x) =

(x
L

)2

γ̃(x) = sin
πx

L
γ̃(x) =

1
2

(6.12)

where formula (6.12)5 determines an example of a periodic plate band.
Let us also introduce dimensionless frequency parameters for the free vibration frequencies

ω and ω−, ω+ determined by equations (6.11) and (6.10), respectively

Ω2 ≡ 12(1 − ν2)(E′)−1l2ω2 (Ω−)
2 ≡ 12(1− ν2)(E′)−1l2(ω−)2

(Ω+)
2 ≡ 12(1 − ν2)(E′)−1l2(ω+)2

(6.13)

Moreover, a dimensionless parameter of the foundation is introduced

κ ≡ 12(1 − ν2)(E′)−1kd
Results of calculations are shown in Figs. 3-6, where the results obtained by the tolerance or

asymptotic models for plate bands with the simply supported edges are presented. Calculations
are made for Poisson’s ratio ν = 0.3, wave number α = π/L, ratio l/L = 0.1, ratios of plate
thickness d/l = 0.1, 0.01 and ratios of the foundation κ = 5 · 10−5, 0.05. Figures 3 and 4 show
plots of the lower frequency parameters versus both ratios E′′/E′ − ρ′′/ρ′, but Figs. 5 and 6
present diagrams of the higher frequency parameters versus these both ratios. Plots in Figs. 3a,
4a, 5a, 6a are made for κ = 5 · 10−5, but in Figs. 3b, 4b, 5b, 6b for κ = 0.05. Moreover, in
Figs. 3 and 4, a comparison of the lower frequency parameters versus both ratios E′′/E′− ρ′′/ρ′
calculated in the framework of the tolerance model (formulas (6.13)2 and (6.10)1) and of the
asymptotic model (formulas (6.13)1 and (6.11)) is presented. Plots shown in Figs. 3 and 5 are
made for d/l = 0.1, but in Figs. 4 and 6 they are for d/l = 0.01.
From the results shown in Figs. 3-6 some remarks and comments are formulated.
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1◦ The lower frequency parameters calculated by the asymptotic model, (6.11), and the to-
lerance model, (6.10)1, depend on the plate thickness ratio d/l and the parameter of
foundation κ, see Figs. 3 and 4:

• The lower frequency parameters calculated by the asymptotic model, (6.11), and the
tolerance model, (6.10)1, are nearly identical for thicker plates, e.g. d/l = 0.1, and
weaker foundations, e.g. κ = 5 · 10−5, see Fig. 3a.
• However, higher values of these parameters are found from the tolerance model for
smaller thickness of plates, d/l < 0.1, and for stronger foundations, κ > 5 · 10−5, see
Figs. 3b and 4.
• Differences between these frequency parameters depend on the plate thickness ratio
d/l and the parameter of foundation κ. They increase with a decrease in the plate
thickness, d/l > 0, and an increase in the stiffness of foundation, κ > 5 · 10−5, e.g.
d/l = 0.01, κ = 0.05, see Fig. 3b.

2◦ The effect of distribution functions of the material properties γ(x) on the lower frequency
parameters for various ratios E′′/E′ ∈ [0, 1], ρ′′/ρ′ ∈ [0, 1] for the simply supported plate
band can be observed in Figs. 3 and 4:

• The highest values of these frequency parameters are obtained for all pairs of ratios
(E′′/E′, ρ′′/ρ′) from the above intervals of the function γ(x) by (6.12)2 and for smaller
thickness of the plates, d/l < 0.1, or for stronger foundations, cf. κ > 5 · 10−5, see
Figs. 3b and 4.
• The highest values of these frequency parameters for thicker plates, e.g. d/l = 0.1, or
for weaker foundations, e.g. κ = 5 · 10−5, see Fig. 3a, are obtained:
– for γ(x) by (6.12)2 and for pairs of ratios (E′′/E′, ρ′′/ρ′) such that
E′′/E′ > (E′′/E′)0 > 0, ρ′′/ρ′ < (ρ′′/ρ′)0((E′′/E′)0) > 0, where (ρ′′/ρ′)0 de-
pends on (E′′/E′)0,
– for γ(x) by (6.12)4 and for pairs of ratios (E′′/E′, ρ′′/ρ′) such that
E′′/E′ < (E′′/E′)0 > 0, ρ′′/ρ′ > (ρ′′/ρ′)0((E′′/E′)0) > 0, where (ρ′′/ρ′)0 depends
on (E′′/E′)0 (unfortunately, it is not visible in this form of these diagrams)

Fig. 3. Plots of the dimensionless frequency parameters Ω and Ω− of lower free vibration frequencies
versus ratios E′′/E′ − ρ′′/ρ′ by the asymptotic model (surfaces a), the tolerance model (surfaces b),
made for: (a) d/l = 0.1, κ = 5 · 10−5; (b) d/l = 0.1, κ = 0.05 (1 – γ by (6.12)1; 2 – γ by (6.12)2;
3 – γ by (6.12)3; 4 – γ by (6.12)4; 0 – γ by (6.12)5; the grey plane is related to the frequency

parameter for the homogeneous plate band, i.e. E′′/E′ = ρ′′/ρ′ = 1)

• The smallest values of these frequency parameters are obtained for all pairs of ratios
(E′′/E′, ρ′′/ρ′) from the above intervals of the function γ(x) by (6.12)4 and for smaller
thickness of the plates, d/l < 0.1, or for stronger foundations, cf. κ > 5 · 10−5, see
Figs. 3b and 4.
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Fig. 4. Plots of the dimensionless frequency parameters Ω and Ω− of lower free vibration frequencies
versus ratios E′′/E′ − ρ′′/ρ′ by the asymptotic model (surfaces a), the tolerance model (surfaces b),
made for: (a) d/l = 0.01, κ = 5 · 10−5; (b) d/l = 0.01, κ = 0.05 (1 – γ by (6.12)1; 2 – γ by (6.12)2;
3 – γ by (6.12)3; 4 – γ by (6.12)4; 0 – γ by (6.12)5; the grey plane is related to the frequency

parameter for the homogeneous plate band, i.e. E′′/E′ = ρ′′/ρ′ = 1)

• The smallest values of these frequency parameters for thicker plates, e.g. d/l = 0.1,
or for weaker foundations, e.g. κ = 5 · 10−5, see Fig. 3a, are obtained:
– for γ(x) by (6.12)4 and for pairs of ratios (E′′/E′, ρ′′/ρ′) such that
E′′/E′ > (E′′/E′)1 > 0, ρ′′/ρ′ < (ρ′′/ρ′)1((E′′/E′)1) > 0, where (ρ′′/ρ′)1 de-
pends on (E′′/E′)1,
– for γ(x) by (6.12)2 and for pairs of ratios (E′′/E′, ρ′′/ρ′), such that
E′′/E′ > (E′′/E′)2 > 0, ρ′′/ρ′ > (ρ′′/ρ′)2((E′′/E′)2) > 0, where (ρ′′/ρ′)2 de-
pends on (E′′/E′)2 (unfortunately, it is not visible in this form of diagrams),
– for γ(x) by (6.12)3 and for pairs of ratios (E′′/E′, ρ′′/ρ′), such that (E′′/E′)2 >
E′′/E′ < (E′′/E′)3 > 0, (ρ′′/ρ′)2((E′′/E′)2) > ρ′′/ρ′ > (ρ′′/ρ′)3((E′′/E′)3) > 0,
where (ρ′′/ρ′)2, (ρ′′/ρ′)3 depend on (E′′/E′)2, (E′′/E′)3, respectively (not visible
in this form of diagrams),
– for γ(x) by (6.12)5 (periodic plate band) and for pairs of ratios (E′′/E′, ρ′′/ρ′),
such that (E′′/E′)1 > E′′/E′ > (E′′/E′)3 > 0, (ρ′′/ρ′)1((E′′/E′)1) < ρ′′/ρ′ <
(ρ′′/ρ′)3((E′′/E′)3) > 0, where (ρ′′/ρ′)1, (ρ′′/ρ′)3 depend on (E′′/E′)1, (E′′/E′)3,
respectively (not visible in this form of diagrams).

3◦ Figure 3 shows also an interesting feature that for the distribution functions of the material
properties γ(x) used and for rather thicker plates, e.g. d/l = 0.1, and weaker foundations,
e.g. κ = 5 ·10−5, the lower frequency parameters are higher or smaller than this parameter
for the homogeneous plate band made of a stronger material, i.e. ρ′′/ρ′ = E′′/E′ = 1 (the
grey plane in Fig. 3a).

4◦ The effect of distribution functions of the material properties γ(x) on higher frequency
parameters for various ratios E′′/E′ ∈ [0, 1], ρ′′/ρ′ ∈ [0, 1] for the simply supported plate
band can be observed in Figs. 5 and 6:

• The highest values of these frequency parameters for rather very thin plates, e.g.
d/l=0.01, and for stronger foundations, e.g. κ = 0.05, see Fig. 6a, are obtained:
– for γ(x) by (6.12)3 and for pairs of ratios (E′′/E′, ρ′′/ρ′) such that
E′′/E′ > (E′′/E′)0 > 0, ρ′′/ρ′ < (ρ′′/ρ′)0((E′′/E′)0) > 0, where (ρ′′/ρ′)0 de-
pends on (E′′/E′)0,
– for γ(x) by (6.12)2 and for pairs of ratios (E′′/E′, ρ′′/ρ′) such that
E′′/E′ < (E′′/E′)0 > 0, ρ′′/ρ′ > (ρ′′/ρ′)0((E′′/E′)0) > 0, where (ρ′′/ρ′)0 de-
pends on (E′′/E′)0.
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Fig. 5. Plots of the dimensionless frequency parameters Ω+ of higher free vibration frequencies versus
ratios E′′/E′ − ρ′′/ρ′, made for: (a) d/l = 0.1, κ = 5 · 10−5; (b) d/l = 0.1, κ = 0.05
(1 – γ by (6.12)1; 2 – γ by (6.12)2; 3 – γ by (6.12)3; 4 – γ by (6.12)4; 0 – γ by (6.12)5)

Fig. 6. Plots of the dimensionless frequency parameters Ω+ of higher free vibration frequencies versus
ratios E′′/E′ − ρ′′/ρ′, made for: (a) d/l = 0.01, κ = 5 · 10−5; (b) d/l = 0.01, κ = 0.05
(1 – γ by (6.12)1; 2 – γ by (6.12)2; 3 – γ by (6.12)3; 4 – γ by (6.12)4; 0 – γ by (6.12)5)

• The highest values of these frequency parameters for thicker plates, e.g. d/l > 0.01,
and for weaker foundations, e.g. κ ¬ 0.05, see Figs. 5 and 6a, are obtained:
– for γ(x) by (6.12)4 and for pairs of ratios (E′′/E′, ρ′′/ρ′) such that
E′′/E′ < (E′′/E′)0 > 0, ρ′′/ρ′ > (ρ′′/ρ′)0((E′′/E′)0) > 0, where (ρ′′/ρ′)0 de-
pends on (E′′/E′)0,
– for γ(x) by (6.12)5 (periodic plate band) and for pairs of ratios (E′′/E′, ρ′′/ρ′)
such that (E′′/E′)1 > E′′/E′ > (E′′/E′)0 > 0, (ρ′′/ρ′)1((E′′/E′)1) < ρ′′/ρ′ <
(ρ′′/ρ′)0((E′′/E′)0) > 0, where (ρ′′/ρ′)0, (ρ′′/ρ′)1 depend on (E′′/E′)0, (E′′/E′)1,
respectively,
– for γ(x) by (6.12)2 and for pairs of ratios (E′′/E′, ρ′′/ρ′) such that
E′′/E′ > (E′′/E′)1 > 0, (ρ′′/ρ′)2((E′′/E′)2) < ρ′′/ρ′ < (ρ′′/ρ′)1((E′′/E′)1) > 0,
where (ρ′′/ρ′)1, (ρ′′/ρ′)2 depend on (E′′/E′)1, (E′′/E′)2, respectively,
– for γ(x) by (6.12)3 and for pairs of ratios (E′′/E′, ρ′′/ρ′) such that
(E′′/E′)2 > E′′/E′ > (E′′/E′)1 > 0, (ρ′′/ρ′)2((E′′/E′)2) > ρ′′/ρ′ <
(ρ′′/ρ′)1((E′′/E′)1) > 0, where (ρ′′/ρ′)1, (ρ′′/ρ′)2 depend on (E′′/E′)1, (E′′/E′)2,
respectively.

• The smallest values of the higher frequency parameters for rather very thin plates,
e.g. d/l = 0.01, and for stronger foundations, e.g. κ = 0.05, see Fig. 6b, are obtained
for γ(x) by (6.12)4 and for all pairs of ratios (E′′/E′, ρ′′/ρ′).
• The smallest values of these frequency parameters for thicker plates, e.g. d/l > 0.01,
and for weaker foundations, e.g. κ ¬ 0.05, see Figs. 5 and 6a, are obtained:
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– for γ(x) by (6.12)3 and for all pairs of ratios (E′′/E′, ρ′′/ρ′) such that
E′′/E′ > (E′′/E′)3 > 0, ρ′′/ρ′ < (ρ′′/ρ′)3((E′′/E′)3) > 0, where (ρ′′/ρ′)3 de-
pends on (E′′/E′)3,
– for γ(x) by (6.12)2 and for pairs of ratios (E′′/E′, ρ′′/ρ′) such that
E′′/E′ < (E′′/E′)3 > 0, ρ′′/ρ′ > (ρ′′/ρ′)3((E′′/E′)3) > 0, where (ρ′′/ρ′)3 de-
pends on (E′′/E′)3.

7. Remarks

Using the tolerance modelling to the known differential equation of thin plates resting on Win-
kler’s foundation, the averaged tolerance model equations of functionally graded plate bands are
obtained. From the differential equation with non-continuous, tolerance-periodic coefficients, a
system of differential equations with slowly-varying coefficients is derived. It should be noted
that the tolerance model equations have terms dependent on the microstructure parameter l,
and describe the effect of the microstructure size on the behaviour of these plates. However, the
asymptotic model equation neglects this effect.
Free vibration frequencies of the simply supported plate band have been analysed in the

example for various distribution functions of the material properties γ(x), different ratios of
material properties E′′/E′, ρ′′/ρ′ and of the plate thickness d/l as well as various parameters of
foundation κ.
Analysing results of this example, it can be observed that:
1◦ Using both the presented models – the tolerance and the asymptotic one, lower free vibra-
tions frequencies can be analysed.

2◦ Lower and higher free vibrations frequencies decrease with an increase in the ratio ρ′′/ρ′,
but they increase with the increasing ratio E′′/E′.

3◦ The asymptotic model cannot be applied to analyse lower free vibrations frequencies of
rather very thin plates (with the ratio d/l = 0.01) and rather strong foundations (with the
foundation parameter κ = 0.05), see Fig. 4b.

4◦ For thicker plates (e.g. d/l = 0.1) and weaker foundations (κ = 5 · 10−5), microstructured
plates can be made applying different distribution functions of the material properties γ(x)
such that their lower fundamental free vibrations frequencies are smaller or higher than
these frequencies for the homogeneous plate made of a stronger material (plates with the
ratios E′′/E′ = ρ′′/ρ′ = 1) for different pairs of the ratios (E′′/E′, ρ′′/ρ′).

Hence, the tolerance model can be used as a certain tool to analyse various vibration problems
of thin functionally graded plates under consideration, for instance – higher order vibrations
related to the microstructure of the plates. Other dynamic problems of such plates will be
shown in forthcoming papers.
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In this paper, the effect of radiation heat transfer on mixed convection in a lid-driven trape-
zoidal cavity is studied numerically. The governing equations of mixed convection are solved
based on the SIMPLE algorithm and the solution of the radiative transfer equation inside
the participating medium is carried out using the discrete ordinates method, simultaneously.
To study the heat transfer and flow characteristics, sensitivity analysis is carried out based
on the two parameters including the optical thickness and radiation-conduction parameter.
Several interesting results are obtained such as sweep behavior on the isotherms, streamlines
and convective Nusselt number with optical thicknesses.

Keywords: mixed convection, radiation, lid-driven trapezoidal cavity

1. Introduction

The mixed convection process inside a lid-driven cavity is found in many engineering applications
such as solar collectors, cooling of electronic devices, heat exchangers (Cheng and Liu, 2010).
Study of the literature shows that the problem is considered along two different parts, those
are square or rectangular geometry and irregular geometries. The majority of previous works
investigated the effect of several boundary conditions on flow and temperature characteristics
inside a lid-driven square or rectangular cavity (Moallemi and Jang, 1992; Prasad and Koseff,
1996; Shankar et al., 2002; Oztop, 2006). Chen and Cheng (2004, 2005) studied the flow and
temperature characteristics for mixed convective inside an arc-shaped lid-driven cavity by consi-
dering variable inclination angle. Recently, few literatures items have been reported on topic of
mixed convective flow inside a lid-driven trapezoidal cavity. The analysis of flow and temperature
characteristics inside irregular geometries is very important for advance of heating and cooling
arrangements or material processing systems (Bhattacharya et al., 2013). In most of the studies
on the mixed convection in lid-driven cavities, the role of the radiative heat transfer is neglected.
Therefore, the objective of this work is to study the effect of radiative heat transfer on mixed
convection in a lid-driven trapezoidal cavity numerically. To achieve this purpose, the flow and
heat transfer characteristics is investigated for a broad range of optical thickness (0 < τ < 100)
and radiation-conduction parameters (0.5 < RC < 10) at the Richardson number equal to 10.
The lid-driven trapezoidal cavity is considered as emitting, absorbing and isotropically scattering
participating with gray gasses. The governing equations are solved by using the finite volume
method and the radiative transfer equation by the discrete ordinates method (DOM). Also, the
SIMPLE algorithm of Patankar and Spalding (1972) has been employed to couple the velocity
and pressure fields. It should be mentioned that analysis of combined radiative heat transfer
and mixed convection in a lid-driven trapezoidal cavity is carried out for the first time in the
present work.



644 M. Mohammadi, S.A. Gandjalikhan Nassab

Nomenclature

Cp – specific heat [J/(kg·K)]
g – gravitational acceleration [m/s2]
I – radiation intensity [W/m2]
I∗ – dimensionless radiation intensity
k – thermal conductivity [W/(m·K)]
L – the enclosure height [m]
p – fluid dynamic pressure [Pa]
P – dimensionless pressure
qc, qr – convective and radiative heat flux [W/m2]
RC – radiation-conduction parameter
S – radiation source term
S∗ – dimensionless radiation source term
T – temperature [K]
Tc, Th – top wall cold and hot temperature [K]
U0 – moving lid velocity [m/s]
(u, v) – the x- and y-velocity components [m/s]
(U, V ) – dimensionless the x- and y-velocity components
(x, y) – dimensional Cartesian coordinate [m]
(X,Y ) – dimensionless Cartesian coordinate
α – thermal diffusivity [m2/s]
β – extinction coefficient [m−1], or thermal coefficient expansion [k−1]
ε – emissivity of wall
θ, θ1, θ2 – dimensionless temperature and dimensionless temperature parameters
µ – dynamic viscosity [N·s/m2]
ν – kinematic viscosity [m2/s]
ρ – density [kg/m3]
σa, σs – absorbing and scattering coefficient [m−1]
τ – optical thickness
Φ – scattering phase function
ω – scattering albedo
Ω – solid angle
and
Gr = gβ(Th−Tc)L3)/ν2, Pr = ν/α, Re = LU0/ν, Ri = Gr/Re2, Pe – Grashof, Prandtl, Reynolds,
Richardson and Peclet number, respectively
Nu, Nut – Nusselt and total Nusselt number at bottom wall, respectively
Nuc,Nur – convective and radiative Nusselt number, respectively

2. Mathematical model

The schematic diagram of a lid-driven trapezoidal cavity is shown in Fig. 1. The top lid of the
cavity moves in the x-direction with constant velocity U0. The horizontal walls are isothermal
and the temperature of bottom wall Th is higher than that of the moving wall Tc. Also, the side
walls are assumed with linear temperature distribution in the range of Tc < T < Th, and their
inclination angle is equal to 45◦. All thermo-physical properties of the fluid except the density
are assumed to be constant. The fluid into the enclosure is considered as a gray participating
medium and all walls are considered to be black.
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Fig. 1. Schematic model of the trapezoidal cavity

The governing equations containing continuity, momentum and energy for a two-dimensional,
steady, laminar and constant property flow assuming the Boussinesq approximation in a dimen-
sional form can be written as

∂u

∂x
+
∂v

∂y
= 0

u
∂u

∂x
+ v

∂u

∂y
= −1

ρ

∂p

∂x
+ ϑ

(∂2u
∂x2
+
∂2u

∂y2

)

u
∂v

∂x
+ v

∂v

∂y
= −1

ρ

∂p

∂y
+ ϑ

(∂2v
∂x2
+
∂2v

∂y2

)
+ gβ(T − Tc)

u
∂T

∂x
+ v

∂T

∂y
=

k

ρCp

(∂2T
∂x2
+
∂2T

∂y2

)
− 1
ρCp
∇ · qr

(2.1)

The radiative source term in the energy equation which appears as divergence of radiative flux
∇ · qr is dependent on the local radiation intensities (Modest, 2003)

∇ · qr = σa
(
4πIb(r)−

∫

4π

I(r, s) dΩ

)
(2.2)

The local radiation intensity is calculated by solving the radiative transfer equation. This equ-
ation for the participating medium in the direction vector s can be expressed as (Modest, 2003)

(s · ∇)I(r, s) = −βI(r, s) + σaIb(r) +
σs
4π

∫

4π

I(r, s)Φ(s, s′) dΩ′ (2.3)

In this study, the phase function Φ(Ω,Ω′) is equal to unity because of the assumption of isotropic
scattering.
For diffusely reflecting walls in Eq. (2.3), the radiative boundary condition is

I(rw, s) = εwIb(rw) +
1− εw
π

∫

nw ·s<0

I(rw, s)|nw · s′| ds′ nw · s > 0 (2.4)

The discrete ordinates method is used to solve the equation of radiative transfer equation (Eq.
(2.3)). In this method, Eq. (2.3) is replaced by a set of n equations for a finite number of n
different directions si, and each integral is replaced by a quadrature series of the following form

(si·∇)I(r, si) = −βI(r, si)+σaIb(r)+
σs
4π

n∑

j=1

wjI(r, sj)Φ(sj , si) i = 1, 2, 3, . . . , n (2.5)

with the boundary conditions

I(rw, si) = εwIb(rw) +
1− εw
π

∑

|nw|,|sj|<0
)wjI(rw, sj)|nw, sj | (2.6)
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In the above equations, wk is the weighting factor for each discrete ordinate. The original equ-
ation by this angular approximation is transformed to a set of coupled differential equations.
Equation (2.5) in Cartesian coordinates becomes
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ω
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(2.7)

in which ξm, νm, µm are the directional cosines of si.
Non-dimensional Eqs. (2.1)-(2.3) are obtained using the following dimensionless variables
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The non-dimensional form of Eqs. (2.1)-(2.3) can be written as
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The modified boundary conditions are:
— on the upper wall

U = 1 V = 0 θ = 0 (2.10)

— on the lower wall

U = 0 V = 0 θ = 1 (2.11)

— on the inclined walls

U = 0 V = 0 θ = 1− Y (2.12)

The convective, radiative and total Nusselt number at the walls are determined using the heat
fluxes as

Nuc =
qcL

k∆T
Nur =

qrL

k∆T
Nut = Nuc +Nur (2.13)
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3. Numerical solution procedure

The applied numerical method to solve the governing equations (Eqs. (2.9)) is a line-by-line
iteratively method based on the SIMPLE algorithm. The equations are discretized using the
finite control volume technique on staggered control volumes for the x and y velocity compo-
nents. The RTE is solved using the DOM method to calculate the radiation source term in the
energy equation (Modest, 2003). This calculations are written in a FORTRAN program. The
convergence criterion for solving the governing equations is assumed that the amount of residual
terms between two consecutive iteration is less than 10−6, and the convergence criterion for the
RTE is

max
∣∣∣
I∗np − I∗n−1p

I∗np

∣∣∣ ¬ 10−5 (3.1)

4. Validation of the code

To validate the pure mixed convection case, comparison is performed with the studied problem
by Bhattacharya et al. (2013). The schematic of this problem is a two-dimensional trapezoidal
enclosure with cold top wall (lid), hot bottom wall and adiabatic inclined walls. The distribution
of the Nusselt number at the bottom wall for Re = 100, Gr = 105 and Pr = 0.7 is shown in
Fig. 2. We can conclude that there is a good consistency between the present numerical results
and those reported by Bhattacharya et al. (2013).

Fig. 2. Nusselt number profile at the bottom wall, RC = 10, Re = 100, Gr = 105 and Pr = 0.7

To investigate validity of the discrete ordinates method, since no study exists on the combined
heat transfer of mixed convection and radiation in a lid-driven cavity, a combined conductive-
radiative heat transfer problem is considered. This problem was studied by Mahapatra et al.
(2006). The schematic is a square enclosure of length L, containing an absorbing, emitting,
and scattering medium. A plot of the mid-plane temperature inside the medium for RC = 10,
ε = 1.0, τ = 1.0 and ω = 0.5 is shown in Fig. 3. It is shown that the present numerical results
are in accordance with the theoretical ones reported by Mahapatra et al. (2006).
Also, to get grid-independent solutions, the maximum total Nusselt number at the bottom

wall for three different radiation-conduction parameters and optical thicknesses for three cases
are shown in Table 1. As it is seen, the amount of the total Nusselt number is different only
in the second or third decimal places. Therefore, we used a uniform mesh with 90 × 80 grid
numbers for all cases.
Also, the maximum total Nusselt number at the bottom wall with S4 and S6 approximations

at Re = 100, Gr = 105, Pr = 0.7 is shown in Table 2. These results demonstrate that there is
very little difference between S4 and S6 approximations. Thus, to reduce computational effort,
S4 approximation is used for all cases.
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Fig. 3. Variation of mid-plane temperature, ε = 1.0 and τ = 1.0

Table 1. Grid independence study in terms of the total Nusselt number at Re = 100, Gr = 105

and Pr = 0.7

Grid Size τ = 0 τ = 0.5 τ = 1 RC = 0.5 RC = 2 RC = 5

80× 70 13.325 11.799 10.927 7.169 2.432 13.916
90× 80 13.310 11.781 10.916 7.157 9.418 13.903
100 × 90 13.313 11.781 10.907 7.148 9.408 13.895

Table 2. Angular quadrature study in terms of the total Nusselt number at Re = 100, Gr = 105

and Pr = 0.7

τ = 0 τ = 0.5 τ = 1 RC = 0.5 RC = 2 RC = 5

S4 13.310 11.781 10.916 7.157 9.418 13.903
S6 13.380 11.836 10.944 7.160 9.436 13.951

5. Results and discussion

In this study, the effect of radiative heat transfer on the heat transfer and flow characteristics
of the mixed convection in a lid-driven trapezoidal cavity is investigated numerically. Figures 4
and 5 indicate the isotherms and streamlines at Ri = 10 for different optical thicknesses and also
for the pure mixed convection case. Optical thickness τ = 0 shows the results for a radiatively
transparent medium. These figures demonstrate the sweep behavior on the isotherms and stre-
amlines. An increase in the optical thickness from τ = 0 to τ = 2 makes the difference between
isotherms for the pure mixed convection and the radiative case increases as well. But when the
optical thickness increases from τ = 2 to τ = 100, the isotherms of pure mixed convection case
will be obtained. In fact, for high values of optical thickness, the radiation intensity cannot
permeate the cavity, and it is absorbed near the walls.
This phenomenon is also seen for the streamlines along the optical thickness, such that by

increasing the optical thickness from τ = 0 to τ = 10 the difference between streamlines for the
pure mixed convection and the radiative case increases. But by further increasing of the optical
thickness the reverse behavior is observed.
In Fig. 6, the effect of radiation-conduction parameter (RC) on the thermal behavior of the

system at Ri = 10 is shown. This parameter shows the relative importance of the radiative
heat transfer mechanism compared with its conduction counterpart. As can be seen in Fig. 6,
as the RC parameter increases due to changing the dominant heat transfer mechanism from
conduction to radiation, the difference between the isotherms for the radiative and pure mixed
convection case increases.
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Fig. 4. Isotherms for different optical thicknesses and the pure mixed convection case at Ri = 10

Fig. 5. Streamlines for different optical thicknesses and pure mixed convection at Ri = 10
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Fig. 6. Isotherms for different radiation-conduction parameters and pure mixed convection at Ri = 10

Fig. 7. The effect of optical thicknesses on the Nusselt number distribution along the bottom wall;
(a) total Nusselt number, (b) radiative Nusselt number, (c) convective Nusselt number

The radiative, convective and total Nusselt numbers along the bottom wall for different
optical thicknesses at Ri = 10 are shown in Figs. 7a-7c. As it is seen in Fig. 7a, as optical
thickness increases, the total Nusselt number decreases. This figure shows that the radiatively
transparent medium (τ = 0) has the maximum amount of the total Nusselt number and the
pure mixed convection case has the smallest total Nusselt number. Therefore, it can be deducted
that the radiatively transparent medium has the maximum amount of thermal exchange with
the environment. Figure 7b shows that as the optical thickness increases, the radiative Nusselt
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number decreases. This is because of the increasing gas absorption, hence the radiative heat flux
at the bottom wall decreases. Figure 7c indicates that there is sweep behavior in the convective
Nusselt number. By increasing the optical thickness from τ = 0 to τ = 5, the convective Nusselt
number decreases at the core of the cavity (0.5 < X < 1.5) and after that, with an increase in
the optical thicknesses, the convective Nusselt number increases until it reaches the pure mixed
convection, while near the inclined walls reverse behavior is observed on the convective Nusselt
number with optical thickness.
Figures 8a-8c show the effect of the radiation-conduction parameter on the radiative, co-

nvective and total Nusselt numbers along the bottom wall at Ri = 10. Figures 8a and 8b display
that the total and radiative Nusselt numbers increase with an increase in the RC parameter.
But the convective Nusselt number decreases at the core of cavity (0.5 < X < 1.5) with this
parameter. This is because in high values of the RC parameter, the radiative heat transfer is
the dominant mechanism.

Fig. 8. The effect of radiation-conduction parameter on the Nusselt number distribution along the
bottom wall; (a) total Nusselt number, (b) radiative Nusselt number, (c) convective Nusselt number

6. Conclusions

Mixed convection combined with radiation heat transfer in a lid-driven trapezoidal cavity has
been analyzed numerically in the present study. The finite volume method has been chosen to
solve the continuity, momentum and energy equations and the discrete ordinates method for
the radiative transfer equation. The medium has been considered as emitting, absorbing and
isotropically scattering with gray gases. The heat transfer and flow characteristics have been
studied in the range of radiation-conduction parameter (0.5 ¬ RC ¬ 10) and optical thickness
(0 ¬ τ ¬ 100). The obtained results have shown that in a radiatively transparent medium,
the radiative heat transfer is the dominant mechanism. It has the maximum heat transfer,
whereas the pure convection case has the minimum heat transfer with the environment. Also,
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as the optical thickness increases, the contribution of radiation in comparison with convection
decreases until pure mixed convection is obtained. But, by increasing the radiation-conduction
parameter, the contribution of radiative heat transfer increases.
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We consider chaotic motions of a portal frame structure under non-ideal loading. To suppress
this chaotic behavior, a controlling scheme is implemented. The control strategy involves
application of two control signals and nonlinear feedforward control to maintain a desired
periodic orbit, and state feedback control to bring the system trajectory into the desired
periodic orbit. Additionally, the control strategy includes an active magneto-rheological
damper to actuate the system. The control force of the damper is a function of the voltage
applied in the coil of the damper that is based on the force given by the controller.
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1. Introduction

The study of non-ideal vibrating systems, that is, when the excitation is influenced by the
response of the system, has been considered a major challenge in theoretical and practical
engineering research (as examples, among others, see Bolla et al. (2007), Castão et al. (2010),
Samantaray et al. (2010), Djanan et al. (2013). In this work, we observed chaotic vibrations
of a portal frame structural system mathematical model under non-ideal loading. We intend
not only to suppress large amplitude oscillations but also to reduce them to a periodic orbit.
The suppression of chaos and keeping the oscillations into a desired periodic orbit was obtained
using active control considering the Optimal Linear Feedback (OLFC) proposed by Rafikov and
Balthazar (2004) and the use of a magnetorheological (MR) damper modeled considering the
hysteresis phenomenon.
The MR damper uses an MR fluid which is basically composed of micrometer-sized particles

of iron suspended in an oil base. The MR response of MR fluids is a result of polarization indu-
ced in the suspended particles by application of an external field. The interaction between the
resulting induced dipoles makes the particles form columnar structures parallel to the applied
field, increasing the viscous characteristics of the device (Kasemi et al., 2012; Dutta and Chakra-
borty, 2014). These magnetic properties permit its use as a damper controlled by an electrical
current (Tusset and Balthazar, 2013; Tusset et al., 2012, 2013). When using MR damper control
for suppression of unwanted oscillations, the viscosity of the internal fluid varies according to a
variable electrical current or voltage (Tusset et al., 2009; Piccirillo et al., 2014). According to
Cetin et al. (2011), there are two main approaches in the literature to describe the hysteresis
dynamic behavior of MR dampers. One of them is the Bouc-Wen hysteresis model proposed
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by Spencer et al. (1997), and other one is the LuGre hysteresis model that has been obtained
from the nonlinear friction model proposed in (Jimenez and Alvarez, 2002, 2005; Terasawa et
al., 2004; Sakai et al., 2003). In Dyke et al. (1996), the Bouc-Wen model of an MR damper was
implemented with successful results to a three-story frame model. Cetin et al. (2011) used the
LuGre friction model of an MR damper to a six-story frame model. Although Bouc-Wen model
can accurately predict MR damper dynamics for active or semi-active control, it is too complex
and difficult to implement (Cetin et al., 2011). On the other hand, Cetin et al. (2011) observed
that the LuGre Model is more versatile than the Bouc-Wen model in semi-active control systems,
therefore, in this work, the LuGre friction model is preferred over the Bouc-Wen model.
The organization of this paper is as follows: in Section 2, the mathematical model of the

portal frame under a non-ideal excitation is described and numerical simulations necessary to
analyze the dynamics of the system are performed. In Section 3, the control of chaotic motion by
the application of the OLFC method is presented. Section 4 presents the mathematical model
of the MR damper as a function of the applied voltage in its coil and numerical simulations
necessary to analyze the dynamics of the controlled system. In Section 5, the robustness of the
control techniques is tested by including parameters uncertainties on the control signals. The
final remarks and the acknowledgments are in Sections 6.

2. Formulation of the engineering problem

Here, we will consider the horizontal motion of a portal frame under a non-ideal excitation (see
Fig. 1a) and the approximated schematic model of the system, represented by coupled oscillators
(see Fig. 1b).

Fig. 1. (a) Non-ideal portal frame; (b) schematic of a non-ideal oscillator

The parameters of this coupled dynamical system consist of m0,m1, k1, knl, c1, x1, ϕ, J, r, d, s,
the mass, unbalanced mass, linear stiffness, non-linear stiffness, linear damping, displacement,
angular displacement, inertia moment, eccentricity of the unbalanced mass. d is related to the
voltage applied across the armature of the DC motor and s is a constant for each model of
the DC motor considered. The resulting mathematical model of the structure is a Duffing-like
equation

(m1 +m0)ẍ+ bẋ− klx+ knlx3 = m0r(ϕ̈ sinϕ+ ϕ̇2 cosϕ)
(J + r2m0)ϕ̈− rm0ẍ sinϕ = L(ϕ̇) = d− sϕ̇

(2.1)

Next, we render Eqs. (2.1) dimensionless in terms of new variables defined by: τ = ωt, x1 = x/x∗,
and x3 = ϕ/ϕ∗, where x∗ and ϕ∗ are constant characteristics. Equations (2.1) can be represented
in a state space, in dimensionless form, as

x′1 = x2 x′2 = −αx2 + β1x1 − β3x31 + δ1 sin(ϕ∗x3)x′4 + δ1 cos(ϕ∗x3)x24
x′3 = x4 x′4 = ρ1 sin(x3)x

′
2 − ρ3x4 + ρ2

(2.2)
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where

α =
b

(m1 +m0)ω
ω =

√
k1

m1 +m0
β1 =

kl
(m1 +m0)ω2

β3 =
knlx

∗2

(m1 +m0)ω2
δ1 =

m0rϕ
∗

(m1 +m0)x∗
ρ2 =

d

(J + r2m0)ω2ϕ∗

δ2 =
m0rϕ

∗2

(m1 +m0)x∗
ρ1 =

rm0x
∗

(J + r2m0)ϕ∗
ρ3 =

sωϕ∗

(J + r2m0)ω2ϕ∗

2.1. Numerical simulations

Numerical simulations are performed using Matlab RO ode45 integrator with h = 0.01 and
considering parameters:α = 0.1, β1 = 1, β3 = 2, δ1 = 8.373, ρ1 = 0.05, ρ2 = 100 and ρ3 = 200
(Tusset et al., 2013). System (2.2) displays chaotic motions, as shown in Fig. 2.

Fig. 2. (a) Displacement; (b) phase diagram; (c) Lyapunov exponent; (d) frequency spectrum

Computation of the first Lyapunov exponent λ1 = 0.075 confirms chaotic behavior for the
parameters used.

3. Proposed active control

Consider now the introduction of a controllable damper in the system, as shown in Fig. 3.
Introduction of the control U leads system (2.2) to

x′1 = x2 x′2 = −αx2 + β1x1 − β3x31 + δ1 sin(x3)x′4 + δ1 cos(x3)x24 + U
x′3 = x4 x′4 = ρ1 sin(x3)x

′
2 − ρ3x4 + ρ2

(3.1)

where

U = u∗ + u (3.2)

u∗ will be the feedforward control and u the feedback control.
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Fig. 3. (a) Portal frame with active control; (b) schematic oscillator with active control

Since the objective of this work is to control x1 and x2, the variables x3 and x4 will be
considered only as disturbances of the system. Thus

u∗ = x∗2
′ + αx∗2 − β1x∗1 + β3x∗13 − δ1 sin(x3)x′4 − δ1 cos(x3)x24 (3.3)

Substituting (3.3) into (3.1) and defining the deviation of the desired trajectory as

y =
[
x1 − x∗1 x2 − x∗2

]T
(3.4)

we rewrite system (3.1) in matrix form

ẏ = Ay +G(y,x∗) +Bu (3.5)

where

A =

[
0 1
β1 −α

]
B =

[
0
1

]
G(y, x∗) =

[
0

−β3(y1 + x∗1)3 + β3x∗13
]

The feedback control u can be found solving Eq. (3.6)

u = −R−1BTPy (3.6)

According to Rafikov et al. (2008), if there are matrices Q andR (Q symmetric positive definite)
such that

Q∗ = Q−GT(y,x∗)P−PG(y,x∗) (3.7)

is positive definite, the matrix G restricted, then the control u is optimal and transfers the
non-linear systems from any initial state to the final state y(∞) = 0

J =
∞∫

0

(yTQ∗y + uTRu) dt (3.8)

The symmetric matrix P can be found from the Riccati algebraic equation

PA+ATP−PBR−1BTP+Q = 0 (3.9)

For the optimal control verification (3.6), function (3.7) is numerically calculated using

L(t) = yTQ̃y (3.10)

The sufficient criterion to guarantee that control (3.8) is optimal is that L(t) is positive definite
(Rafikov et al., 2008).
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3.1. Numerical simulations

Let us define the desired trajectory as being a periodic orbit x∗1 = 0.01 cos(πτ). As can be
seen, in Fig. 2d, the choice of this orbit allows the system to keep out of the resonance region
and with a low amplitude value of the displacement. Defining matrices

Q =

[
1000 0
0 1000

]
R = [0.001]

and solving the Riccati algebraic equation (3.9), we obtain the optimal feedback control (3.6)

u = −1001(x1 − x∗1)− 1001.9(x2 − x∗2) (3.11)

Substituting feedforward control (3.3) and the optimal feedback control (3.11) into (3.1), we will
obtain trajectories shown in Fig. 4.

Fig. 4. (a) Displacement with active control; (b) phase portrait with active control; (c) L(t) calculated
in the optimal trajectory

As can be observed in Figs. 4a and 4b, the control is effective in reducing the displacement
amplitude and frequency desired, and is optimal as shown in Fig. 4c.

4. Proposed control by MR damper with hysteresis

The MR damper has hysteresis effects due to a nonlinear friction mechanism. Many research
efforts have been devoted to the modeling of this nonlinear behavior. An alternative is the LuGre
friction model (Sakai et al., 2003) which was originally developed to describe nonlinear friction
phenomena (Jimenez and Alvarez, 2002).
The friction mechanism is a phenomenon in which two surfaces make contact at a number of

asperities at the microscopic level. In the modified LuGre friction model (Jimenez and Alvarez,
2002), this mechanism is expressed by the average behavior of the bristles. In (Sakai et al., 2003;
Cetin et al., 2011), another MR damper model based on the LuGre model is described as

F = σaz + σ0zv + σ1ż + σ2ẋ+ σbẋv

ż = ẋ− σ0a0|ẋ|z
(4.1)
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where F is the damping force, v is the input voltage, z(t) is the internal state variable [m], ẋ is
the velocity of the damper piston [m/s], σ0 is the stiffness of z(t) influenced by v [N/(mV)], σ1 is
the damping coefficient of z(t) [Ns/m], σ2 is the viscous damping coefficient [Ns/m], σa is the
stiffness of z(t) [N/m], σb is the viscous damping coefficient influenced by v [Ns/(mV)], a0 is the
constant value [V/N].
As can be seen in equation (4.1)1, the LuGre model has a parameter that represents the

voltage applied to the coil of the damper v. This parameter allows one to control the force of
the MR damper through the control of the voltage v making the LuGre model the most suitable
for the active control system.

4.1. Control of oscillations using an active MR damper

For numerical simulations we will consider ẋ in equations (4.1) as ẋ = −0.01π sin(πτ), and
the parameters: σ0 = 8·105, σ1 = 1.6·103, σ2 = 1.5·102, σa = 4·105, σb = 8·102 and a0 = 3·10−3
(Sakai et al., 2003). In Fig. 5, one can observe the force the damper MR (4.1)1.

Fig. 5. Characteristics of the MR damper as a function of voltage: (a) force vs. velocity, (b) force vs.
displacement, (c) force vs. time

The MR damper semi-active system and the damping force can be controlled by controlling
the applied voltage in the damper coil. According to Tusset et al. (2013), one can numerically
determine the voltage v required for the force of the MR damper F (4.1)1 to coincide with the
desired control force U , (3.2), obtained from the control strategy.
Considering F = U , the voltage to be applied can be determined by solving the following

function

Γ (v) = σaz + σ0zv + σ1ż + σ2ẋ+ σbẋv − U (4.2)

Through Eq. (4.2), we can determine the voltage being applied to the control system con-
sidering the force estimated by the control method, such as control proposed in this paper. In
Fig. 6, we can see the force applied to control the oscillations.
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Fig. 6. Force used to control the non-ideal system

Considering forces U (Fig. 6) and F (Fig. 5) normalized, the voltage to be applied is deter-
mined by solving numerically function (4.2). In Fig. 7, we see the values of z, ż and ẋ used in
equation (4.2).

Fig. 7. (a) Internal state variable z(τ); (b) derivative of internal state variable ż(τ); (c) velocity of the
piston of the damper ẋ(τ)

In Fig. 8, we can see the voltage control estimated considering Eq. (4.2) and values from
Fig. 7.
Considering these results, we can observe that the proposed methodology allowed the control

of the voltage (Fig. 8) considering the force U in Fig. 6 and Eq. (4.2).

4.2. Control of oscillations using a passive MR damper

The objective of introducing a passive MR damper to the portal frame structure shown in
Fig. 9 is to control the displacement of the portal frame in the same scale considered in the
proposed active control.
Next, we will consider the introduction of a passive MR damper Up into system (2.2)

x′1 = x2 x′2 = −αx2 + β1x1 − β3x31 + δ1 sin(x3)x′4 + δ1 cos(x3)x24 − Up
x′3 = x4 x′4 = ρ1 sin(x3)x

′
2 − ρ3x4 + ρ2

(4.3)
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Fig. 8. Voltage used to control the non-ideal system

Fig. 9. (a) Portal frame with passive control; (b) schematic oscillator with passive control

where

Up = σaz + σ0zv + σ1ż + σ2ẋ+ σbẋv (4.4)

and z is obtained by solving Eq. (4.1)2.
In Figs. 10-13, we can observe motions of the portal frame for different constant voltages v

applied to the MR damper, (4.4).

Fig. 10. Voltage ν = 0V and ν = 0.5V: (a) displacement, (b) phase portrait

We can observe that as we increase the value of voltage, the amplitude of the displacement
reduces and shifts the equilibrium point of origin. We also observe that for ν = 2.5V the
amplitudes are smaller than those obtained with the active damper. For ν = 2.3808 V we have
the same displacement amplitude for the active damper and passive damping, as can be seen in
Fig. 14.
As it can be seen in Fig. 14, it is possible to maintain the system on periodic orbits using the

MR damper energized with ν = 2.3808 V. One factor which compromises this control strategy
is that the system stabilizes after a long time τ > 113.5, and it is not recommended to keep
the coil of the MR damper energized continuously for long periods, as required by the proposed
active control (Fig. 8).
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Fig. 11. Voltage ν = 1V and ν = 1.5V: (a) displacement, (b) hase portrait

Fig. 12. Voltage ν = 2V: (a) displacement, (b) phase portrait

Fig. 13. Voltage ν = 2.5V: (a) displacement for 0 ¬ τ ¬ 1000, (b) displacement for 800 ¬ τ ¬ 1000,
(c) phase portrait
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Fig. 14. Voltage ν = 2.3808V: (a) displacement for 0 ¬ τ ¬ 1000, (b) displacement for 800 ¬ τ ¬ 1000,
(c) phase portrait

5. Active control with uncertainties

The parameters used in the control strategy are obtained from a certain data set. The data set
provides parametric errors due to measurement errors or model uncertainties. To consider the
effect of parameter uncertainties on the performance of the controller, the parameters used in
the proposed control will be considered having a random error of ±20% (Balthazar et al., 2014).
In order to consider the effect of parameter uncertainties on the performance of the controller,

the real unknown parameters of the system are supposed to be as follows: α̂ = 0.08 + 0.04r(t),
β̂1 = 0.8 + 0.4r(t), β̂3 = 1.6 + 0.8r(t), δ̂1 = 6.6984 + 3.3492r(t), ρ̂1 = 0.04 + 0.02r(t),
ρ̂2 = 80 + 40r(t) and ρ̂3 = 160 + 80r(t), where r(t) are normally distributed random func-
tions. To analyze the sensitivity of the error, we consider

[
e1
e2

]
=

[
x1 − x̂1
x2 − x̂2

]
(5.1)

where xi is obtained for the control without parametric errors and x̂i is obtained for the control
with the parametric error (i = 1, 2).

Fig. 15. Error of uncertainty in parameters: (a) x1 − x̂1, (b) x2 − x̂2



On suppression of chaotic motions of a portal frame structure... 663

In Fig. 15, we can observe the sensitivity of the proposed active control with parametric
errors.
As can be observe in Fig. 15, the proposed active control is somewhat sensitive to parametric

errors being under 10−4.

6. Conclusions

As can be seen in Figs. 4a and 4b, with the proposed association of feedforward control u∗

(3.3) and feedback u (3.11), it is possible to control the oscillations of the studied portal frame
structure under non-ideal loading into periodic orbits, and the control is optimal (Fig. 4c). Our
model of the MR damper force (4.2) allows us to determine the electrical current to be applied
to the dampers, as shown in Fig. 8. Regarding the use of the passive control, it is possible to
observe that to keep the system in a periodic displaced orbit, the origin must be changed. Thus,
the active control is more indicated, as it keeps the oscillations around the origin. With respect
to the parametric sensitivity, the active control proved to be less sensitive than the passive
control.
With the results obtained, we can conclude that the proposed active control using a MR

damper is more appropriate than the use of a passive MR damper.
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Stress singularities occur at crack tips, corners and material interfaces. The stress intensi-
ty factors and T-stresses are coefficients of structural components where the active stress
singular and first regular stress terms, respectively, are denoted by William’s eigen function
expansion series. A finite element analysis by CASTEM 2000 have been undertaken in order
to determine the evolution of the T-stress and stress intensity factor terms in mode I for
an arc of pipeline specimens with an external surface crack. A stress difference method de-
scribed by Moustabchir et al. (2012) are adapted and, in the following step, the volumetric
method is then embedded to compute the SIFs and T-stress near the crack tip. Different
crack geometries combined with different length-to-thickness ratios are examined for the
T-stress and stress-intensity factor. The revisited stress difference method employed here
shows to be an accurate and robust scheme for evaluating the T-stress/SIFs in an arc of the
pipeline.

Keywords: T-stress, Stress Intensity Factor (SIF), Finite Element Method (FEM), Stress
Difference Method (SDM), volumetric method

1. Introduction

Fracture behavior of materials is generally characterized by a single parameter such as the SIF.
Traditionally, the SIF has been used in the determination of initiation and propagation of cracks
in brittle materials. However, the introduction of a second fracture parameter, as well as the
T-stress, allows better understanding of the effect of structural and loading configuration at the
crack tip, even that the physical significance of this parameter inserted is limited. To correlate
the higher term effects with an appropriate physical parameter, a difficult task to simplify the
higher terms to define the T-stress term was conducted (Nakamura and Parks, 1991; Du and
Hancock, 1991). The T-stress is defined as constant stress acting parallel to the crack and its
magnitude is proportional to the nominal stress in the vicinity of the crack. A positive T-stress
strengthens the level of crack tip stress triaxiality and leads to high crack tip constraint; while
a negative T-stress reduces the level of crack tip stress triaxiality and leads to the loss of the
crack tip constraint. It was noted (Nakamura and Parks, 1991; Smith et al., 2001) that T-stress,
which is the non-singular linear elastic stress component parallel to the crack, characterizes the
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local crack tip stress field for an elastic linear material, and the elastic plastic material with the
restriction of small-scale yielding conditions.
In this paper, we revise the method described by Moustabchir et al. (2012) using directly

single Finite Element (FE) analysis by CASTEM 2000 program. The Stress Difference Method
(SDM) adapted here is developed to compute the elastic T-stress efficiently and accurately by
evaluating (σxx − σyy) at a point ahead of the crack tip. The powerful idea shows that the
errors acquired in the numerical values of σxx and σyy near the of crack tip evolve with x,
i.e. the distance from the crack tip, and their difference eliminates the errors effectively. For
a homogeneous material, we calculate the T-stress using the difference of the normal stresses
along θ = 0, i.e. (σxx−σyy), which is a method that can lead to significant numerical errors due
to the recovery of stresses very close to the crack tip. We then present a volumetric method for
computing T-stress and stress intensity factor KI in mode I by modifying the stress difference
method, the so-called Modified Stress Difference Method (MSDM). Details of the volumetric
method were well explained by Pluvinage (2003). Condequently, in Section 4, we pay attention
to it presenting a clear evidence that it agrees with our case studied. The physical meaning of
the results is discussed, giving a better solution to the detection of the pipelines integrity.

2. Finite element analysis

In an isotropic linear elastic body containing a three-dimensional crack subject to a symmetric
loading, the stresses developed in front of the crack for each dimension can be written as a series
expansion (2012). Near the crack tip (see details of the crack tip in Fig. 1), the higher order
terms of the series expansion are negligible, thus the stresses for mode I fracture can be written
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θ

2
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where KI is mode I local stress intensity factor, E is Young’s modulus and ν is Poisson’s ratio.
Here, T is the elastic T-stress representing tension/compression acting parallel to the cracked
plane.

Fig. 1. Crack-tip cartesian coordinates (x, y) and polar coordinates (r, θ)

The subscripts x, y and z in Fig. 1 describe the local Cartesian co-ordinate system formed
by the plane normal to the crack front and the plane tangential to the crack front point; r and θ
are the local polar co-ordinates.
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In mode I loading, equation (2.1) (state of σxx) shows that the stress comprises a singular
term and the T part

T = (σxx − σyy)r=0, θ=0 (2.2)

The T-stress developed varies with different crack geometries and loading. It plays the dominant
role on shape and size of the plastic zone, while estimating the degree of local crack tip yielding,
and also in quantifying the fracture toughness. In a particular case of KII = 0, Mostafavi et al.
(2010) stated that T must be proportional to the reference stress σxx and, therefore, it can be
normalized to obtain biaxial stress ratios

β =
T
√
πr

KI
(2.3)

The finite element method has been used to determine the crack-tip parameters T and K
for the an arc of pipe specimens. The structures are modeled by CASTEM 2000 code in two
dimensions under plane strain conditions using free-meshed isoparametric quadrilateral elements,
with quarter-point singularity elements at the crack-tip. Only one half of the test apparatus has
been modelled due to symmetry in the geometry and loading conditions. The mesh generated
for the elastic analyses comprises 31485 elements and 63526 nodes. The arc of pipeline fracture
specimen geometry is illustrated in Fig. 2a. A fan-like mesh focused at the crack tip (on the
plane perpendicular to the crack front, see Fig. 2b) is employed because this yields more accurate
T-stress values. Furthermore, a detailed mesh sensitivity study has shown that further refinement

Ri [mm] P [N] Φ [◦] θ [◦] ϕ [◦] ρ [mm] a [mm] t [mm]

219.55 150 60 60 45 0.15 1.22-4.88 6.1

Fig. 2. (a) Geometry of sample with boundary conditions and loading configuration using an arc of the
pipe. (b) Typical 2D finite-element mesh used to model the cracked arc of the pipe for elastic analysis

of the mesh leads to small changes only (< 1%). The wall thickness of the pipeline is 6.1mm and
length 40mm. The specimen is loaded by a concentrate force (P = 150N) on the top of the TPB
specimen in the symmetric plane. The support and the symmetric boundary conditions are also
used in this model. The material used in this survey is steel P264GH. The stress/strain curve
of the material is represented by the Ramberg-Osgood curve generated during the hardening
processes and expressed as

ε

ε0
=

σ

σy
+ α

( σ
σy

)n
(2.4)
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In Eq. (2.4), ε0, σy, α and n are constants, and Eε0 = σy. A model that encloses deformation
plasticity processes with only a small geometry change as well as continuum model is invoked.
We take α = 1 and σy = 410MPa. Two values of the strain hardening exponent n are embedded,
with the values of n = 1 and n = 0.0446. The case of n = 1 corresponds to the elastic path. A
series of finite element analyses are performed for different crack length ratios a/t. The chemical
compositions of the material samples are included in Table 1, and the true stress versus strain
curve that shows the behavior for this material are plotted in Fig. 3.

Table 1. Chemical composition of material specimens (weight %)

Material C Mn S Si P Al Fe

Tested steel 0.135 0.665 0.002 0.195 0.013 0.027 Bal.
Steel P264GH according to

0.18 1 0.015 0.4 0.025 0.02 Bal.
Standard EN10028.2-92

Table 2. Mechanical properties of steel P264GH

Young’s modulus E = 207000MPa
Poisson’s ratio ν = 0.3
Yield stress σy = Re = 410MPa
Ultimate tensile strength Rm = 440MPa
Elongation to fracture A = 35%

Fig. 3. T-stress definition by the stress difference method (a/t = 0.2)

3. Mode I stress intensity factors and T-stresses results

The calculated mode I stress intensity factor KI and the T-stress are plotted in Fig. 4. T-stress
variations presented in Fig. 3 (at the near crack tip x < 1mm) denote that T is more sensitive
for all cases and the results from the arc of pipe specimens show that the SDM does not provide
a constant value of T . It first increases with the crack length and then decreases rapidly. Later, it
decreases slowly along the distance x for any ratio of a/t. When the ratio a/t < 0.4 is reached and
the distance from crack tip x > 0.23mm, the T-stress seems to remain constant at 0 ∼ −25MPa,
while T decreases strongly with the increase of the crack length when a/t  0.4. The change
of sign of the T-stress from positive to negative may be due to the fact that the magnitude of
the local moment closing the crack increases with an increase in the crack depth. The negative
values for the arc of pipe specimens indicate a low crack front constraint and an extended plastic
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deformation around the crack front. This conforms to the solutions of the T-stress for a 2D single
edge crack under tension (Smith et al., 2001; Mostafavi et al., 2010; Moustabchir, 2012; Lu and
Meshii, 2014). The T-stress becomes more negative when the free surface is closed due to the
loss of crack-front constraint.

Fig. 4. An example of evaluation of different stresses for a/t = 0.2

Notably, the T-stress has always the same value (T = 23.3MPa) at a distance x = 0.24mm
for any given crack length. It is worth noting that the T-stress variations with the crack depth
and the crack length for the bending loading case are in agreement with the results reported
by Wang and Bell (2004) for plates and Jayadevan et al. (2005) (work devoted to studies on
the pipes behavior). However, the variation of T-stress with crack depth in plates is just the
reverse of that observed in pipes under bending (Wang, 2003). This is evidenced when the crack
depthincrease, while the T-stress in pipes under bending decreases slowly and remains negative
(see Fig. 3). It strongly increases for the plate from a negative to a high positive value (Wang,
2003). In Fig. 4, we show the results obtained from the bending loading. Variations of the SIF
presented as the ratio of d/t = 36 show that the decrease in the SIF with crack length is not
monotonic as verified by 2D analyses. With an increasing of the ratio a/t, the SIF increases
strongly at the crack tip (Fig. 4). The effect of crack length is more pronounced for short cracks
compared to long cracks. Furthermore, for the shortest crack, an increase in the SIF with crack
depth becomes marginal for the ratio a/t = 0.2. The results were confirmed by the powerful
research developed in works by Jayadevan et al. (2005).
Note that the stress intensity factors always increases for a distance of x < 0.115mm for any

ratios a/t and then decreases along the crack length. K always has a maximum at x ≈ 0.11 for
any given cracklength. In Fig. 4, we present the results obtained from variations of the SIF for
deep cracks (a/t = 0.2-0.8). The SIF increases strongly with an increase in the crack length and
becomes positive until reaching the maximum value for a/t = 0.6, then decreases for negative
values. Note that for a/t = 0.7, the SIF vanishes.
In order to normalize the effect of the T-stress relatively to the stress intensity factor in

mode I, Mostafavi et al. (2010) proposed in Eq. (2.3) a dimensionless parameter called the
biaxiality ratio β. Figure 5 shows the variation of the biaxiality ratio versus the ratio of crack
length-to-width a/t for various distances near the tip-crack. The sign of the biaxiality ratio
changes from positive to negative values as the distance from the crack tip increases. Near the
crack tip and for the shortest crack, a/t < 0.4, the ratio T

√
πa/KI decreases strongly along a

certain distance and then reaches a positive value. On the other hand, for a/t  0.4, T-stresses
change from positive to negative values when x < 0.3mm. Considering a slight imperfection
under mode I loading, Hadj Meliani et al. (2010) found that the crack path is stable for negative
T-stresses and unstable for positive T-stresses.
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Fig. 5. Biaxiality ratio for an arc of the pipe specimen; (a) distribution of T
√
πa/KI along the crack

length, (b) biaxiality ratio versus the crack length-to-width ratio a/t for mode I near the tip crack

A distance from the crack tip greater than 0.3mm is sufficient for most problems, except when
a/t is large, see Fig. 6. Fracture criteria that include the SIFs and T-stress can be implemented in
the present code and used to predict the crack initiation angle. These remarks are in agreement
with the results from well-known authors, see e.g. Ayatollah et al. (1998). The variations of the
biaxiality ratio versus the crack length-to-width ratio a/t for two specimens (SENB and SENT)
published by Fett (1997) using the boundary collocation method, also the method proposed by
Kim and Paulino (2003) using the FEM and by Sutradhar and Paulino (2004) employing the
interaction integral method, are compared to the present results using an arc of a pipe subject
to bending loading (Fig. 3). At the notch of the crack, Fig. 5 shows that the stress difference
method (SDM) provides a constant value for T

√
πa/KI and the sign remains the same between

2.6 and 2.8 for any ratio a/t.

Fig. 6. Biaxiality ratio versus a/t for various specimens at the notch of the crack

4. Evaluation of the SIF and T-stress by the volumetric method

The elastic and elastic-plastic normal stress intensity factor distribution at the notch tip exhibits
a decreasing trend with distance from the notch tip. A careful analysis demonstrated for this
configuration was initiated by Pluvinage (2003). It characterized three zones, as shown in Fig. 7:
the first one is very near the notch tip where the normal SIF is practically constant and/or
increasing to its maximum value KmaxI , the intermediate zone and the third one are considered
as the location where the pseudo stress intensity factor singularity can be simulated.
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Fig. 7. Schematic SIF distribution at the notch tip for definition of fracture parameters – the effective
SIF and effective distance

It is assumed that the fracture process needs a physical volume. This assumption is supported
by the fact that fracture resistance is affected by the loading mode, structure geometry and scale
effect. The values of the hot spot in the neighborhood of any point in the fracture process volume
are taken into account. This volume is assumed to be quasi-cylindrical by analogy to the notch
plastic zone, which has a similar shape. The diameter of this cylinder is called the effective
distance xeff . The effective stress intensity factor and the effective T-stress can be estimated by
averaging the value of SIF distribution along this effective distance (Pluvinage, 2003).
Although many works have estimated the stress intensity factors with the presence of T-stress

of an arc of a pipe, they have exclusively used the fracture mechanics to estimate the toughness.
According to recent investigations, other methods are applied to predict the T-stress and stress
intensity factors. One of these methods, named the volumetric approach, is concerned with
the modification of the Stress Difference Method (SDM). The volumetric approach is a macro-
mechanical method and it uses an elastic-plastic distribution and the stress intensity factor
gradient evolution to predict the stress intensity factor. The main idea of this method is the
application of the effective stress intensity factor to the region near notch roots and examination
of intrinsic characteristics of this small size as well as the essential zone by consideration of
numerical SIF results including non-linear behavior of materials.

5. Concluding remarks and extensions

• In mode I, the T-stress can be obtained by direct use of the stress difference method (SDM)
along the crack. The SDM, applied to evaluate the T-stress and SIFs, provides an accurate
and robust scheme for calculating the fracture parameters.

• The numerical results obtained by CASTEM 2000 are in good agreement with known
results for single cracks. In general, the T-stress computations are more time-consuming
than those for SIFs. This observation is in agreement with analogous studies in the FEM
fields.

• The results for T are strongly highlighted near the crack tip and far away from the crack
tip, and depend on the geometrical parameters.

• In general, the T-stress has larger domain dependence or contour dependence than the
stress intensity factors or the J-integral. The data for T-stresses as well as mode I stress
intensity factor KI are represented by simple fit relations.

• The ratio obtained from the numerical results by several researchers showed some diffe-
rence from the predicted stress intensity factor in mode I with and without presence of the
T-stress. It can be reasonably predicted from the regression result and using the relation-
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ship (KI/KIC)2 + α(T/Tcrit)2 where α is an empirical constant and Tcrit is the critical
T-stress.

• The data for T-stresses as well as for mode I stress intensity factor are represented by
simple fit relations.
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The ring ultrasonic transducers are widely used in the ocean engineering and medical fields.
This paper employs an extended orthogonal polynomial approach to solve the guided wave
propagation in two-dimensional structures, i.e. piezoelectric rings with rectangular cross-
-sections. The extended polynomial approach can overcome the drawbacks of the conven-
tional orthogonal polynomial approach which can be used to solve wave propagation in
one-dimensional structures. Through numerical comparison with the available results for a
rectangular aluminum bar, the validity of the present approach is illustrated. The dispersion
curves and displacement and electric potential distributions of various rectangular piezo-
electric rings are calculated, and the effects of different radius to thickness ratios, width to
height ratios and polarizing directions on the dispersion curves are illustrated.

Keywords: piezoelectric rings, orthogonal polynomial, guided wave, dispersion curves

1. Introduction

With the development of materials and advances in manufacturing technology, piezoelectric ma-
terials having electromechanical coupling effects have found extensive applications in many smart
devices, and the behavior of the selected wave mode can directly affect the performance of the
devices. Thus, it is very important to study the wave characteristics in piezoelectric structures.
Much effort has been made both theoretically and experimentally to study wave propagation in
piezoelectric structures by scientists and engineers, which is essential for the application of piezo-
electric materials. Wave propagation along piezoelectric cylindrical rods of hexagonal 6, 622, and
6mm crystal symmetry was discussed by Wilson and Morrison (1977). The propagating nature
of the elastic and electric wave in bone and porous PZT was investigated by Chakraborty (2009).
Using the extended Durbin method, Ing et al. (2013) investigated the transient elastic waves
propagating in a two-layered piezoelectric medium The wave propagation behavior in layered
piezoelectric structures and functionally graded piezoelectric material structures has also been
studied by many researches with different methods, such as the transfer matrix method (Cai et
al., 2001), the layer element method (Han et al., 2004), the orthogonal polynomial series method
(Yu and Ma, 2008; Yu et al., 2013; Singh and Rokne, 2013), and so on.
As a common structure, hollow cylinder has been paid considerable attention on the wave

propagation. For piezoelectric media, Paul and Venkatesan (1987) and Shul’ga (2002) studied
three dimensional electroelastic waves and the axisymmetric waves in a hollow piezoelectric
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ceramic cylinder. Puzyrev and Storozhev (2011) studied the problem of electroelastic waves pro-
pagating in piezoelectric hollow cylinders of sector cross section and analyzed mode asymptotic
behavior and amplitude distributions of wave characteristics. Zenkour (2012) developed an ana-
lytical solution to the axisymmetric problem of a radially polarized piezoelectric hollow cylinders
subjected to electric, thermal and mechanical load. Using the Legendre orthogonal polynomial
approach developed by Lefebvre et al. (1999) to solve the waves in multilayered plates, Yu et al.
(2009) investigated the wave characteristics in functionally graded piezoelectric hollow cylinders.
These investigations focused on one-dimensional structures, i.e. the hollow cylinders are infinite
in axial direction and have a finite dimension in only one direction. But in practical applications,
many piezoelectric elements have very finite dimensions in two directions. One-dimensional mo-
dels are not suitable for these structures. Thus, it is significant to study the wave characteristics
in 2-D piezoelectric structures, such as a piezoelectric ring with rectangular cross-section. The
ring ultrasonic transducer has been widely used in ocean engineering and medical fields. But
few investigations on the wave propagation in ring transducers have been reported.
In this paper, we present an extended orthogonal polynomial series approach to solve the

wave propagation in a 2-D structure, i.e. a piezoelectric ring with rectangular cross-section.
The present approach can overcome the drawbacks of the conventional orthogonal polynomial
approach which can only deal with the one-dimensional structures that have a finite dimension in
only one direction, such as the axially infinite hollow cylinder, horizontally infinite flat plate. The
dispersion curves and displacement and electric potential distributions of various piezoelectric
rings with rectangular cross sections are shown. The effects of different width to height ratios,
radius to thickness ratios and polarizing directions on the wave characteristics are also illustrated.
The investigating results can be used to direct the design and optimization of the piezoelectric
ring transducers.

2. Mathematics and formulation of the problem

In this seciton, we derive the analytical formulation of the problem in cylindrical coordinate
(r, θ, z) with the z-axis coinciding with the axis of the ring. Considering an orthotropic ring with
rectangular cross-section, h is height in z direction and a, b denote the inner and outer radius
respectively, as shown in Fig. 1. The radius to thickness ratio is defined as η = b/(b − a) and
the width to height ratio is d/h. The polarizing direction is in r or z direction. In this paper,
traction free and open circuit boundary conditions are assumed.

Fig. 1. Schematic of a piezoelectric ring with rectangular cross-section

In cylindrical coordinate, the dynamic equation for the piezoelectric ring is governed by

∂Trr
∂r
+
1
r

∂Trθ
∂θ
+
∂Trz
∂z
+
Trr − Tθθ

r
= ρ

∂2ur
∂t2

∂Trθ
∂r
+
1
r

∂Tθθ
∂θ
+
∂Tθz
∂z
+
2Trθ
r
= ρ

∂2uθ
∂t2

(2.1)
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∂Trz
∂r
+
1
r

∂Tθz
∂θ
+
∂Tzz
∂z
+
Trz
r
= ρ

∂2uz
∂t2

∂Dr
∂r
+
1
r

∂Dθ
∂θ
+
∂Dz
∂z
+
Dr
r
= 0

where ui, Tij and Di denote mechanical displacement, the stress and electric displacement com-
ponents respectively; ρ is the density of the material.
The strain-displacement relations are

εrr =
∂ur
∂r

εθθ =
1
r

∂uθ
∂θ
+
ur
r

εzz =
∂uz
∂z

εθz =
1
2

(∂uθ
∂z
+
∂uz
r∂θ

)
εrz =

1
2

(∂ur
∂z
+
∂uz
∂r

)
εrθ =

1
2

(1
r

∂ur
∂θ
+
∂uθ
∂r
− uθ

r

)(2.2)

where εij denotes the strain.
The constitutive equations for the piezoelectric ring with radial polarizing direction can be

written in the following form

Tθθ = C11εθθ + C12εzz + C13εrr + e31
∂Φ

∂r

Tzz =
(
C12εθθ + C22εzz + C23εrr + e32

∂Φ

∂r

)
I(r, z)

Trr =
(
C13εθθ + C23εzz + C33εrr + e33

∂Φ

∂r

)
I(r, z)

Trz =
(
2C44εrz + e24

∂Φ

∂z

)
I(r, z)

Trθ =
(
2C55εrθ + e15

1
r

∂Φ

∂θ

)
I(r, z)

Tθz = 2C66εθzI(r, z)

(2.3)

and

Dθ = 2e15εrθ − ǫ11
1
r

∂Φ

∂θ

Dz =
(
2e24εrz − ǫ22

∂Φ

∂z

)
I(r, z)

Dr =
(
e31εθθ + e32εzz + e33εrr − ǫ33

∂Φ

∂r

)
I(r, z)

(2.4)

where Φ denotes the electric potential. Cij, eij and ǫij are the elastic, piezoelectric and dielectric
coefficients given in the crystallographic axes, respectively. I(r, z) is the rectangular window
function, introduced so as to meet the stress-free boundary conditions (Trr = Trθ = Trz = Tθz =
Tzz = Dr = Dz = 0 at the four boundaries), defined as

I(y, z) =

{
1 0 ¬ y ¬ d and 0 ¬ z ¬ h
0 elsewhere

(2.5)

For a free harmonic plane wave propagating in the circumferential direction in a ring, we
assume the displacement components, to be of the form

ur(r, θ, z, t) = exp(ikbθ − iωt)U(r, z) uθ(r, θ, z, t) = exp(ikbθ − iωt)V (r, z)
uz(r, θ, z, t) = exp(ikbθ − iωt)W (r, z) ϕ(r, θ, z, t) = exp(ikbθ − iωt)X(r, z) (2.6)

where U(r, z), V (r, z) and W (r, z) denote the mechanical displacement amplitudes in the radial,
circumferential and axial directions respectively, and X(r, z) represents the amplitude of electric
potential. ω is the angular frequency, and k is the magnitude of the wave vector.



676 X. Zhang et al.

Substituting Eqs. (2.2)-(2.6) into Eq. (2.1), the governing differential equations in terms of
mechanical displacement and electric potential components, gives

[C33(r2U,rr+rU,r )− C11U − k2b2C55U + C44r2U,zz −ikb(C11 + C55)V + (C23 − C12)rW,z
+ ikb(C13 + C55)rV,r+(C23 + C44)r2W,rz +e33(r2X,rr +rX,r )− e31rX,r −k2b2e15X
+ e24r2X,zz ]I(r, z) + [C33r2U,r+C13r(ikbV + U) + C23r2W,z +e33r2X,r ]I(r, z),r

+ [C44r2(U,z +W,r ) + e24r2X,z ]I(r, z),z = −ρr2ω2U
[C55(r2V,rr+rV,r )− (C55 + (kb)2C11)V + ikb(C13 + C55)rU,r+C66r2V,zz
+ ikb(C11 + C66)U + ikb(C12 + C66)rW,z +(e31 + e15)rX,r +2e15X]I(r, z)

+C66(r2V,z +ikbrW )I(r, z),z +[C55(r2V,r +rV + ikbrU) + e15rX]I(r, z),r = −ρr2ω2V
[C44(r2W,rr +rW,r ) + C22r2W,zz −(kb)2C66W + (C12 + C44)rU,z +(C23 + C44)r2U,rz
+ ikb(C12 + C66)rV,z +e24rX,z +(e24 + e32)r2X,rz ]I(r, z) + [C12r(ikbV + U)

+C23r2U,r+C22r2W,z +e32r2X,r ]I(r, z),z +[C44r2(W,r +U,z ) + e24r2X,z ]I(r, z),r

= −ρr2ω2V
[e33(r2U,rr+rU,r )− k2b2e15U + e31rU,r+e24r2U,zz +(e31 + e15)rV,r−e15V
+ (e24 + e32)r2W,rz +e24rW,z −ǫ33(r2X,rr +rX,r )− ǫ22r2X,zz +(kb)2ǫ11X]I(r, z)
+ [e24r2U,z +e24r2W,r −ǫ22r2X,z ]I(r, z),z
+ [e31rU + e33r2U,r +e31rV + e32r2W,z −ǫ33r2X,r ]I(r, z),r = 0

(2.7)

where subscript comma indicates partial derivative.
To solve the coupled wave equation, we expand U(r, z), V (r, z), W (r, z) and X(r, z) into

products of two Legendre orthogonal polynomial series

U(r, z) =
∞∑

m,j=0

p1m,jQm(r)Qj(z) V (r, z) =
∞∑

m,j=0

p2m,jQm(r)Qj(z)

W (r, z) =
∞∑

m,j=0

p3m,jQm(r)Qj(z) X(r, z) =
∞∑

m,j=0

p4m,jQm(r)Qj(z)

(2.8)

where pim,j (i = 1, 2, 3, 4) is the expansion coefficients and

Qm(r) =

√
2m+ 1
b− a Pm

(2r − b− a
b− a

)
Qn(z) =

√
2n+ 1
h

Pn
(2z − h

h

)
(2.9)

with Pm and Pn representing the mth and the nth Legendre polynomial. The summation over
the polynomials can be halted at some finite value m =M and n = N , when higher order terms
become essentially negligible.
Multiplying each equation by Qj(r)Ql(z)e−jωt with j and l running respectively from zero

toM and zero to N , and integrating over z from zero to h and r from a to b and taking advantage
of the orthonormality of the polynomials Qm(r) and Qn(z), Eqs. (2.7) can be reorganized into
a form of the system problem

Ajlmn11 p1m,n +A
jlmn
12 p2m,n +A

jlmn
13 p3m,n +A

jlmn
14 p4m,n = −ω2Mjlmnp1m,n

Ajlmn21 p1m,n +A
jlmn
22 p2m,n +A

jlmn
23 p3m,n +A

jlmn
24 p4m,n = −ω2Mjlmnp2m,n

Ajlmn31 p1m,n +A
jlmn
32 p2m,n +A

jlmn
33 p3m,n +A

jlmn
34 p4m,n = −ω2Mjlmnp3m,n

Ajlmn41 p1m,n +A
jlmn
42 p2m,n +A

jlmn
43 p3m,n +A

jlmn
44 p4m,n = 0

(2.10)
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where Ajlmnαβ (α, β = 1, 2, 3, 4) and Mjlmn are the elements of a non-symmetric matrix.
Equations (2.10)4 can be written as

p4m,n = −
(
Ajlmn44

)−1(
Ajlmn41 p1m,n +A

jlmn
42 p2m,n +A

jlmn
43 p3m,n

)
(2.11)

Substituting Equation (2.11) into equations (2.10)1, (2.10)2 and (2.10)3, gives

[
Ajlmn11 −Ajlmn14

(
Ajlmn44

)−1
Ajlmn41

]
p1m,n +

[
Ajlmn12 −Ajlmn14

(
Ajlmn44

)−1
Ajlmn42

]
p2m,n

+
[
Ajlmn13 −Ajlmn14

(
Ajlmn44

)−1
Ajlmn43

]
p3m,n = −ω2Mjlmnp1m,n

[
Ajlmn21 −Ajlmn24

(
An,m44

)−1
Ajlmn41

]
p1m,n +

[
Ajlmn22 −Ajlmn24

(
Ajlmn44

)−1
Ajlmn42

]
p2m,n

+
[
Ajlmn23 −Ajlmn24

(
Ajlmn44

)−1
Ajlmn43

]
p3m,n = −ω2Mjlmnp1m,n

[
Ajlmn31 −Ajlmn34

(
Ajlmn44

)−1
Ajlmn41

]
p1m,n +

[
Ajlmn32 −Ajlmn34

(
Ajlmn44

)−1
Ajlmn42

]
p2m,n

+
[
Ajlmn33 −Ajlmn34

(
Ajlmn44

)−1
Ajlmn43

]
p3m,n = −ω2Mjlmnp1m,n

(2.12)

Then, Eqs. (2.12) can be recognized into



A
jlmn
11 A

jlmn
12 A

jlmn
13

A
jlmn
21 A

jlmn
22 A

jlmn
23

A
jlmn
31 A

jlmn
32 A

jlmn
33








p1m,n
p2m,n
p3m,n




= −ω2



Mjlmn 0 0
0 Mjlmn 0
0 0 Mjlmn








p1m,n
p2m,n
p3m,n





(2.13)

So, Eq. (2.13) forms the eigenvalue problem to be solved. The eigenvectors pim,n (i = 1, 2, 3) allow
the components of the displacement and p4m,n determines the electric potential distribution. The
eigenvalue ω2 gives angular frequency.

3. Numerical results

The computer programs in terms of the extended orthogonal polynomial approach have been
written using Mathematica to calculate the dispersion curves and displacement and electric
potential distributions for the piezoelectric rings. The physical properties of the piezoelectric
material, PZT-4, are listed in Table 1. Here, the elastic constants of the radial polarizing ring
and axial polarizing rings are the same to have a clear comparison.

Table 1. Material parameters of the piezoelectric materials

Property C11 C12 C13 C22 C23 C33 C44 C55 C66

13.9 7.8 7.4 13.9 7.4 11.5 2.56 2.56 3.05
r-polarization e15 e24 e31 e32 e33 ǫ11 ǫ22 ǫ33 ρ

12.7 12.7 −5.2 −5.2 15.1 650 650 560 7.5

a-polarization
e34 e16 e23 e21 e22 ǫ11 ǫ22 ǫ33 ρ
12.7 12.7 −5.2 −5.2 15.1 650 560 650 7.5

Units: Cij [1010N/m2], ǫij [10−11F/m], eij [C/m2], ρ [103kg/m3]
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3.1. Approach validation

To the authors’ knowledge, there are not published results on the wave propagation for a
piezoelectric ring with rectangular cross-section so far. In order to check the effectiveness of the
present approach and validate the computer program, we calculate a 16mm by 5mm rectangu-
lar aluminum bar and make a comparison with previous results. The material parameters are
ρ = 2.7 · 103 kg/m3, C11 = C22 = C33 = 10.78 · 1010 Pa, C12 = C13 = C23 = 5.494 · 1010 Pa,
C44 = C55 = C66 = 2.645 · 1010 Pa. Figure 2 is the corresponding dispersion curves, of which
lines are from Loveday (2006), and dotted lines are obtained from the present approach. As can
be seen, the agreement between the present approach and the previous results is quite good.

Fig. 2. Dispersion of propagating waves in a rectangular waveguide; lines: Philip W. Loveday’s results,
dotted lines: the authors’ results

3.2. Guided waves in piezoelectric rings with rectangular cross-sections

Figure 3 shows the dispersion curves of the first four order modes for the PZT-4 ring with a
square cross section and for the corresponding non-piezoelectric one with h = 1mm, a = 9mm,
b = 10mm and η = 10. It can be seen that piezoelectricity has a significant effect on the
dispersion curves. For any one specific mode, the phase velocities of non-piezoelectric ring are
smaller than those of the corresponding piezoelectric one, and the piezoelectric effect is very
little on the low order modes at low frequency and becomes stronger as the wave number and
mode order increase. The wave number is usually very big and the operating frequency is very
high in micro-scale SAW devices. So, the piezoelectric effects will be prominent.

Fig. 3. Dispersion curves of the first four order modes for a square ring with η = 10: (a) phase velocity
spectra, (b) frequency spectra, solid line, piezoelectric; dotted line, non-piezoelectric

Figures 4 and 5 show the dispersion curves of the PZT-4 rings with different radius to
thickness ratios (η = 10, η = 2) and different width to height ratios (d/h = 1/2, d/h = 1/4,
d/h = 1/10), respectively. Figure 6 illustrates the dispersion curves of the PZT-4 ring with



Wave propagation in piezoelectric rings... 679

Fig. 4. Phase velocity dispersion curves for piezoelectric square rings: (a) η = 10, (b) η = 2

Fig. 5. Phase velocity dispersion curves for piezoelectric rectangular rings with different width to
thickness ratios: (a) d/h = 1/2, (b) d/h = 1/4, (c) d/h = 1/10

Fig. 6. Phase velocity dispersion curves for a piezoelectric rectangular ring with axial polarization
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Fig. 7. Mechanical displacement and electric potential profiles of the first mode for a piezoelectric
square ring with η = 2 at kd = 4.1

Fig. 8. Mechanical displacement and electric potential profiles of the first mode for a piezoelectric
square ring with η = 2 at kd = 4.1
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axial polarization. From the curves, we find that different radius to thickness ratios and width
to height ratios and polarizing direction all have significant influence on the dispersion curves.
The first two modes have no cut-off frequencies, which is different from that for an infinite
hollow cylinder in which only the first mode has no cut-off frequencies. In an infinite hollow
cylinder, only the thickness direction is a finite dimension, but there are two finite dimensions
in a rectangular ring. With the width to height ratio increasing, the difference between the first
mode dispersion curve and the second one becomes small, and the cut-off frequencies become
small.
The displacement and electric potential profiles of the first mode for a square ring withη = 10

at kd = 4.1 and kd = 40.1 are respectively shown in Figs. 7 and 8. We notice that displacement
u and v and electric potential distributions are symmetry and displacement w is antisymmetry
in axial direction, This is because the geometry and material propreties are symmetric in axial
direction. The displacement and electric potential profiles distribute mainly near the outside
edge at small wavenumber case and distribute around the four boundaries at big wavenumber
case.

4. Conclusions and prospects

The formulation to analyze the guided wave in piezoelectric rings with rectangular cross-sections
using the extended orthogonal polynomial approach has been presented in this paper. According
to the numerical results, we can draw the following conclusions:
(a) The effects of the piezoelectricity on dispersion curves become stronger with the wave
number and mode order increasing.

(b) The width to height ratio, radius to thickness ratio and polarization all can significantly
influence the guided wave characteristics in piezoelectric rings.

(c) The displacement and electric potential distributions are symmetry in axial direction and
distribute mainly near the outside edge.

So, through changing the width to height ratio and the radius to thickness ratio of the
piezoelectric ring, we can obtain the ring transducers with the dispersion features and field
distributions that we want.
We consider that the present approach could be of interest in non-destructive testing evalu-

ation, and can deal with 2D structures with more complex cross sections and multi-field coupled
2D structures.
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A combination of the lattice Boltzmann method and lagrangian Runge-Kutta procedure is
used to study dispersion and removal of nano-particles in a concentric annulus. The effect
of aspect ratio, Rayleigh number and particles diameter are examined on particles removal
and their dispersion characteristics. Simulations are performed for the Rayleigh number
ranges from 103 to 105 and aspect ratio of 2, 3 and 4. Higher aspect ratios have led to
weaker recirculation strength. The finest particles move on stochastic path due to the effect
of Brownian motion. The Brownian motion has a greater effect on the removal of nano-
-particles with respect to thermophoresis.

Keywords: LBM, nano-particles, dispersion, removal, Brownian motion, thermophoresis

1. Introduction

Natural convection heat transfer in an enclosure occurs in various industrial and engineering
applications. Many investigations have been done to study these phenomena in different situ-
ations. Heat exchangers as cooling systems in reactors and electrical components of heating
and cooling system are some of these examples (Abouei Mehrizi et al., 2013; Jourabian et al.,
2013). Dispersion, deposition and removal of solid particles are considered as important cases
in numerous industrial, environmental and biological applications. Heat transfer enhancement
(Hassanzadeh and Farhadi, 2013; Abouei Mehrizi et al., 2013), air quality (Chen et al., 2006)
are some others challages in environmental and biological systems. Studies show that deposi-
tion micro-particles and nano-particles on cooling or heating surfaces can improve the systems
and significantly increases energy consumption (Rahman et al., 2006; Vessakosol and Charo-
ensuk, 2010). Golovin and Putnam (1962) studied the deposition efficiency of ribbon particles
in potential flows. Vasak et al. (1992) investigated solid particles deposition on channel walls
in various ranges of flow conditions. One of the major issues in a severe accident scenario is
accurate prediction of the deposition rate in adition of understanding and quantifying the re-
moval mechanisms of micro size aerosol particles in buoyancy driven flows inside containments.
Puragliesi et al. (2011) investigated micro-particle deposition in the turbulent buoyancy driven
flow in a DHC (differentially heated cavity). They employed DNS (Direct Numerical Simula-
tion) for flow field simulation. Their results showed that the largest influence on micro-particles
deposition is caused by the gravity effect in such a situation. They discussed the contribution
of different forces on the removal of micro-particles in details. Akbar et al. (2009) focused on
the behavior of micro-particles in a laminar free convection in a square enclosure. A numerical
analysis was performed by Golkarfard et al. (2012) to investigate the transport and deposition
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of aerosols in convection flow in a cavity in the presence of built-in heated obstacles and a driven
lid. They analyzed the effect of thermophoresis on deposition of particles, and their result sho-
wed that thermophoresis decreases the deposition. The authors performed some researches on
the transport of micro-particles in a forced convection flow (Hassanzadeh Afrouzi et al., 2012b)
and buoyancy driven flow (Hassanzadeh Afrouzi et al., 2012) employing the lattice Boltzmann
method. Annular shapes are applicable geometry in engineering and industry. The geometry of
the circular annulus is found in transmission cables, solar collectors-receivers, vapor condenser,
heat exchangers. Kuehn and Goldstein (1976, 1978) reviewed studies on the free convection in
an annulus. It is very important to reach accurate characteristics of the flow field at particle
position to calculate the lagrangian particle tracking procedure. The lattice Boltzmann method
(LBM) is a suitable numerical technique based on kinetic theory for modeling the physics of
fluids systems (Abouei Mehrizi et al., 2012, 2013). In the most recently published papers, the
analyzes were done on micro-particles, in which the effects such as the Brownian motion and
thermophoresis are not substantial contributors to the particle diffusion mechanism. There is
also a lack of understanding of the contribution of specific forces.
In the present study, the contribution of Brownian motion and thermophoresis on the trans-

port of nano-particles is discussed by analysing some case without considering the Brownian
motion force and some cases without considering both the Brownian motion and thermophore-
sis. The lattice Boltzmann method is used to simulate the laminar flow in a concentric annulus.
Then the particle equation of motion is solved in the lagrangian framework to investigate the
dispersion and removal of particles. Drag, Saffman lift, gravity, buoyancy, Brownian motion and
thermophoresis are forces that included in the particle tracking procedure.

2. Fluid flow simulation

2.1. Lattice Boltzmann method

A two-dimensional laminar natural convection flow is considered in a concentric annulus as
the computational domain (Fig. 1).

Fig. 1. Computational domain of the concentric annulus

The two-dimensional lattice Boltzmann method is used for flow simulations. A general form
of the lattice Boltzmann equation with an external force can be written as (Hassanzade et al.,
2012)

fk(x+ ck∆t, t+∆t)− fk(x, t) = ∆t
f eqk (x, t)− fk(x, t)

τ
+∆t ·Fk (2.1)

where fk is the distribution function in the direction k, ∆t is the lattice time step, ck is the
lattice velocity in the direction k, Fk is the external force in the direction of ck, τ denotes
the lattice relaxation time which is defined as τ = (1/c2s)υ + 1/2, where υ is viscosity, f

eq
k is
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the equilibrium distribution function dependent on the type of the problem. The equilibrium
distribution functions for the fluid field are calculated (Hassanzade et al., 2012) with eguation

f eqk = ωkρ
[
1 +
ck · u
c2s
+
1
2
(ck · u)2

c4s
− 1
2
u · u
c2s

]
(2.2)

where ωk are weighting factors which k changes from 0 to 8. The values of ω0 = 4/9 for |c0| = 0,
ω1−4 = 1/9 for |c1−4| = 1 and ω5−8 = 1/36 for |c5−8| =

√
2 are assumed in this model (Abouei

Mehrizi et al., 2012). ρ and u are macroscopic fluid density and velocity which are calculated
respectively as below

ρ =
∑

k

fk ρu =
∑

k

fkck (2.3)

The thermal lattice Boltzmann equation can be written as below

gk(x, t+∆t)− gk(x, t) = ∆t
geqk (x, t) − gk(x, t)

τc
(2.4)

where the thermal equilibrium distribution functions are given as (Hassanzade et al., 2012)

geqk = ωkT
(
1 +
ck · u
c2s

)
(2.5)

where T is the fluid temperature evaluated from

T =
∑

k

geqk (2.6)

The temperature relaxation time is calculated as a function of the diffusivity coefficient

τc =
1
c2s
α+
1
2

(2.7)

In order to incorporate the buoyancy force in the model, the Boussinesq approximation has
been applied, therefore the force term in Eq. (2.1) needs to be calculated as below in the vertical
direction y

Fy = 3ωkgyβ∆T (2.8)

where gy is the acceleration of gravity acting in the y-direction of the lattice links, β is the
thermal expansion coefficient and ∆T is the temperature difference.

2.2. Curved boundary treatment

In the present study, a second-order accurate method to define the curve boundary condition
is used (Mei et al., 1999). This boundary condition is used to implement the no slip condition
for hydrodynamic and thermal treatment. The curve boundary for the no slip condition is used
for both inner and outer cylinders. Figure 2 shows the lattice node treatment on the curved
boundary condition, the gray nodes indicate the boundary nodes xb, the white nods show the
first fluid nodes xf , and the solid block nodes on the boundary xw indicate the intersections of
the wall with various lattice links (Hassanzadeh Afrouzi et al., 2012).
The fraction of an intersected link in the fluid region D, is determined by (Abouei Mehrizi

et al., 2012)

D =
|xf − xw|
|xf − xb|

(2.9)
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Fig. 2. Layout of the regularly spaced lattices and the curved wall boundary

At the collision step, the fluid side distribution function on the fluid side f̃k is determined,
but the solid side distribution function at the opposite direction f̃k is unknown. On the other
hand, to finish the streaming step we need to know f̃k at the boundary node xb. The detailed
description of calculating velocity and temperature on boundary nodes was presented in our
previous work (Hassanzadeh Afrouzi et al., 2012) based on the ref. by Yu et al. (2003) and Guo
et al. (2002)

3. Particle equation of motion

A particle suspended in a buoyancy driven flow is affected by some forces. The drag, Saffman lift,
gravity, buoyancy, Brownian motion and thermophoresis are included in the particle equation
of motion in this study. The corresponding particle equation of motion in the i-th direction is
given as

duip
dxi
=
1
τp
(uig − uip) + Li +N i +

(
1− 1

S

)
gi + Thi (3.1)

The first term in the right hand side of equations (3.1) is the drag force that is due to relative
velocity between the particles and carrier gas. The relaxation time τp is the characteristic time
scale (response time) of a particle. uip and u

i
g are the corresponding particle and velocity in the

direction of i, L is Saffman lift force, N – Brownian force, S is specific gravity, gi is gravity
acceleration and Thi is the thermophoresis force. By increasing the relaxation time, the particle
reaction decreases with variations of flow parameters. For submicron particles with the particle
Knudsen number Knp larger than 0.1, when the particle diameter is in the range of the gas mean
free path λ, the flow slips over the particle surface. Therefore, the Stokes drag must be modified
by the Cunningham correction factor Cc as (Shams et al., 2000)

Cc = 1 +
2λ
dp

[
1.257 + 0.4e

(
−1.1dp

2λg

)
]

(3.2)

Small particles in a shear field experience a force perpendicular to the direction of flow. The
shear lift originates from the inertia effects in the viscous flow around the particle and is different
from the aerodynamic lift force. Saffman (1965) was the first to obtain an equation for this force

L = 1.615ρp
√
ν(dp)2(ug − up)

√∣∣∣
duf

dy

∣∣∣ sgn
(duf

dy

)
(3.3)

Respectively, ρp and ν are density and kinematic viscosity of the gas phase. Brownian motion
in the direction i is denoted by N i. The instantaneous random momentum imparted to the
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ultrafine particles is due to impacts of gas molecules which make the particle move on an erotic
path known as the Brownian motion (Shams et al., 2000; Li and Ahmadi, 1992)

N = G

√
πS0
dt

S0 =
216νK1Tg

π2ρp(dp)5S2Cc
(3.4)

where Tg is gas temperature and K1 is the Boltzmann constant. G is the unit variance zero
mean Gaussian random numbers

G =
√
−2 lnUi cos(2πUj) (3.5)

where Ui and Uj are random numbers (between 0 and 1). Finally, Thi denotes thermophoresis
force which is defined as

Thi = KTh
∂T

∂xi
(3.6)

where KTh is the thermophoresis coefficient suggested by Talbot et al. (1980)

KTh =
2CsCc

(
Kg
Kp
+ CtKnp

)

(1 + 3CmKnp)
(
1 + 2KfKp + 2CtKnp

) (3.7)

The values of Ct, Cm and Cs are 2.18, 1.14 and 1.17, respectively (Chein and Liao, 2005).
Kf and Kp are thermal conductivity of the fluid and particle, respectively. By solving the
particle equation of motion, the particles path is obtained from

dxi

dt
= uip (3.8)

4. Numerical procedure

The computational domain is considered to be two dimensional concentric cylindrical annulus
with inner radius Ri and outer radius Ro. The aspect ratio is defined as the ratio of the outer
radius to the inner radius. The cylinder surfaces are maintained at two different uniform tem-
peratures. The simulation performed for the Rayleigh number (Ra), Eq. (4.1), from 103 to 105

and the aspect ratio from 2 to 4. The characteristics of the annulus are presented in Table 1

Ra =
gβ∆TH3

νgαg
(4.1)

Table 1. Annulus characteristics at ∆t = 100 and Ro = 0.5 cm

Aspect ratio (AR) Inner cylinder diameter [cm]

2 0.25
3 0.167
4 0.125

Particle physical properties are listed in Table 2. The Runge-Kutta method is used to calcu-
late particles trajectories. Particles are considered to be captured by surfaces when their distance
from the cylinder surfaces becomes smaller than their radius.
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Table 2. Physical properties of particles (silicon dioxide)

Density [kg/m3] 2220
Specific heat [J/(kgK)] 745
Thermal conductivity [W/(mK)] 1.38

5. Results and discussion

5.1. Flow field and heat transfer

Two horizontal circular cylinders are considered. Ri, Ro, Th, Tc stand for the inner and outer
radius, temperature of the annulus, respectively. The flow field and heat transfer characteristics
are validated by comparing the present results with those by Hauf and Grigull (1966) at the
Grashof numbers of 120000 and 122000. The results show good compatibility between the present
simulation and experimental results as shown in Fig. 3. For further validation of the numerical
procedure, the local equivalent thermal conductivity is calculated at Ra of 5 · 104. The results
have been compared with the study by Kuehn and Goldstein (1978). An equivalent thermal
conductivity, Keq is used to compare the accuracy of the present computations. The average
equivalent heat conductivity is defined for the inner and outer cylinder by

Keq i = −
ln(rr)

π(rr − 1)

π∫

0

∂T

∂r
dϕ Keq o = −

rr ln(rr)
π(rr − 1)

π∫

0

∂T

∂r
dϕ (5.1)

Fig. 3. The streamlines for Gr = 120000 (top) and isotherms for Gr = 122000 (bottom). Comparison
with the experimental result by Hauf and Grigull (1966)

This parameter is defined as the actual heat flux divided by the heat flux that would occur
due to pure conduction in the absence of fluid motion. The computed average equivalent heat
conductivities are compared with the previous study by Kuehn and Goldstein (1978). The results
for the local equivalent thermal conductivity are shown in Fig. 4 and represent good agreement.
In particular, the present calculation of the local equivalent thermal conductivity is within ±3%
of their benchmark data. The effect of the annulus aspect ratio on the flow and thermal fields is
shown with streamlines (on the left) and the isotherms (on the right) in Figs. 5 to 7, respectively,
for three Ra numbers (103, 104 and 105). The flow near the hot smaller cylinder becomes hotter
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and reduces density (increase buoyancy). Then near the cold outer cylinder it becomes cold and
starts to move down. This formss two large recirculation zones in the annulus at the left and
right sides. The flow moves counterclockwise at the left side and clockwise at the right side of
annulus. For the smallest Rayleigh number, the heat transfer is mainly due to conduction since
the driven fluid motion is very slow (Fig. 5) due to the buoyancy force. As the Rayleigh number
increases, the natural convection effect grows up. So the core of recirculation zones stretches in
a larger region. The cores additionally move to the upper section of the annulus and this results
in a plume shape of the isotherms. The effect of the increasing Ra number is more sensible at
higher AR (AR = 4 in Figs. 5 to 7). In the bottom section, the relative position of hot and cold
walls causes the power of convection to decrease. It is due to that the upper wall in this region
is hotter and does not apply any movement to the flow. The increasing of AR causes isotherms
to move to the upper section of the annulus gap at Ra = 103. Furthermore, the recirculation
zones have less strength by increasing the aspect ratio. The buoyancy driven flow circulates in
a narrow region because of the decreasing gap between the circles at a smaller aspect ratio.
Therefore, the power of buoyancy becomes greater.

Fig. 4. Equivalent thermal conductivity on the inner and outer cylinder compared with the experiments
by Kuehn and Goldstein (1976) for the annulus at Ra = 5 · 104

Fig. 5. Streamlines and isotherms for different aspect ratios at Ra = 103 (top: streamlines,
bottom: isotherms)
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Fig. 6. Streamlines and isotherms for different aspect ratios at Ra = 104 (top: streamlines,
bottom: isotherms)

Fig. 7. Streamlines and isotherms for different aspect ratios at Ra = 105 (top: streamlines,
bottom: isotherms)

5.2. Particles dispersion and removal

In the present study, the particles with sizes in the range of 10 to 150 nm at S = 2220
(Golovin and Putnam, 1962) are selected for simulation. The effects of the Rayleigh number,
aspect ratio and particles diameter are investigated on the particles behavior such as removal and
dispersion. In order to examine the relative significance of various particle transport mechanisms,
some cases have been repeated in two new simulation approaches. In the first new approach, the
thermophoresis force is neglected and, for the next approach, the effect of both thermophoresis
and Brownian motion are not considered. The drag, gravity, buoyancy and lift forces have always
been present in all the simulations. Hydrodynamics is usually the primary contributor to the
particle dynamics. Since the magnitude and direction of the air velocity in the enclosure is
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changing rapidly, the velocity slip between the air and particle develops. The air flow path is
curved and the particles are unable to follow it precisely as a result of inertia. At one point
the particles may even hit the wall and they are trapped there. This behavior is known as the
inertial impaction. Brownian diffusion is dominant in the removal mechanism for finer particles.
However, Brownian motion comes into account for particles with diameter within the range of
present simulation.
Two recirculation regions tend to hold the particles within themselves due to hydrodynamic

forces. The inertia force pushes the particles outwards and the gravity push them to the bottom.
The thermophoretic force drives them toward the negative temperature gradient regions and the
Brownian force makes them move along a stochastic path. The simultaneous effect of these forces
creates a quasi-equilibrium zone at each side of the annulus gap. The trajectories of some particles
are shown in Fig. 8 for Ra = 103 and AR = 3 when all forces are applied. The movement of
particles with diameter of 10 nm clearly shows the effect of Brownian motion making the particles
path stochastic (Fig. 8a). For these particles, a different removal mechanism is observed. The
particles with the ID number of 1 and 2 start their migration from below of hot cylinder where
the flow is weaker compared to other regions in the annulus. On the other hand, the power of
the Brownian force becomes greater in the hot field. So, these particles are removed from the
annulus by Brownian diffusion. The particles with ID numbers of 3 and 4 move through the
streamline but the effects of Brownian motion and thermophoresis are observable. The particle
with ID number 3 deposits on the inner cylinder by the contribution of Brownian motion and,
maybe, gravity. The particles number 4 hit the outer cylinder because of thermophoresis. As
the particles become larger, the effect of hydrodynamic forces increases and the particles tend
to follow the streamlines exactly. This phenomenon is clearly observed in Figs. 8c and 8d). This
figure additionally shows that by increasing the particles diameter from 100 nm up to 150 nm,
no significant changes appear in the manner of particles dispersion in the annulus. It should be
noted that the Brownian force causes the particles with diameter of 10 nm to require more time
to follow the flow paths.

Fig. 8. Particle trajectories with all forces applied for AR = 3 and Ra = 103

By increasing the aspect ratio, the recirculation power decreases (Figs. 5 to 7), so the particles
acceleration and their inertia decrease and the quasi-equilibrium zones cover a large part of the
annulus gap (Fig. 8). The instant position of the suspended particles with diameter of 100 nm
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is shown in Fig. 8 at the Ra number of 10000. It should be noted that the effect of different
contributors to the particles transport are very complicated, and the forces have positive or
negative effects on one particle in different locations.
The effects of the Ra number and AR of the annulus for particles with different diameters

on the particles that remain suspended in the flow (concentration fraction) are presented in
Fig. 9. The concentration fraction is smaller at AR = 4 for all particles. This shows that the
hydrodynamic forces are dependent on the intensity of natural convection flow. By decreasing
the aspect ratio, the number of particles that are removed from the flow by hitting the cylinders
decreases. Additionally, by increasing the Ra number, the fraction of concentration at constant
AR increases.

Fig. 9. Concentration fraction for particles with different radii versus the Ra number at various AR

Fig. 10. Concentration versus dp with and without Brownian motion and thermophoresis

The mentioned trend is not observed for the particles with diameter of 10 nm. It is due to
domination of Brownian diffusion and also the great effect of thermophoresis on these particles.
The particles concentration increases by augmentation of AR. As discussed about the flow
results, the quasi equilibrium zones form in a region closer to the cylinder walls at smaller
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AR, and much more particles have chance to diffuse towards both cylinders. The cases with
AR = 0.5 and Ra = 104 have been repeated two times, one by eliminating the Brownian motion
and thermophoresis forces and another by eliminating just the thermophoresis force. The results
indicate that the Brownian motion is the dominant removal mechanism, and thermophoresis is
the second contributor. As the particles become larger, the effect of Brownian motion decreases
while the effect of thermophoresis grows up (Fig. 10). The Brownian motion has no significant
effect on the removal of the particles with diameter of 100 nm and greater. Removal fraction is
shown in Fig. 10. It shows the fraction of deposited particles to the total distributed particles
in the domain.

6. Conclusion

The flow and thermal fileds as well as the nano-particles transport have been investigated nu-
merically by lattice Boltzmann method. The lagrangian particle equation of motion has been
solved by employing the 4-th order Runge-Kutta algorithm. Simulations have been performed
for the Rayleigh number changing from 103 to 105 and the particles specific density of 2220.
Two experimental studies have been selected to validate the flow field and thermal characteri-
stic of natural convection. The results show excellent agreement with them. The effects of the
cylinder gap and particles size have been investigated on the removal and dispersion of particles
at different Rayleigh numbers. Furthermore, the effect of absence and presence of the Brownian
and thermophoresis force has been investigated for different cases. The results can be concluded
as follows:

• The buoyancy effect increases by augmentation of the Rayleigh number at each aspect
ratio and by decreasing the aspect ratio for each Rayleigh number. For a greater buoyancy
effect, the strength of recirculation zones decreases.

• Brownian motion causes finer particles to follow stochastic pathlines in the natural con-
vection flow.

• By decreasing the aspect ratio, more particles remove from the flow by hitting the cylinders.
• The final concentration of particles increases by augmentation of the aspect ratio.
• Brownian motion has a stronger more effect on the particles removal for greater nano-
-particles than the thermophoresis.
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This paper presents a pre-dimensioning method applied to a mechatronic system and regar-
ding the vibrational aspect, through a simple modeling process in Dymola environment. We
study the vibration transmission between dynamic exciters (motors) and receivers (electro-
nic cards) which are located on a simply supported rectangular plate, using an analytical
approach. This new method will allow us to perform representative and robust modeling
and simulation. The solution for this issue would be a pre-sizing and pre-positioning proce-
dure. It aims to determine a set of possible technical solutions and principal characteristics
before the definitive choice of components and precise sizing of the system. The presented
method predicts also behaviour of the mechatronic system. In order to validate the model
with respect to the finite element method, selected simulation results are presented.

Keywords: pre-dimensioning, Dymola, analytical method, vibration, rectangular plate

1. Introduction

Mechatronics is the synergistic integration of a physical system, actuators, electronic components
and sensors, etc., through the design process (Craig and Stolfi, 2002) and (Wang et al., 2013)
in order to develop new products more efficient and more reliable. It is very common in our
daily life as well as in industry. In addition, it affects many applications in various fields such as
transportation, automotive systems and production (Elmqvist et al., 2001).
In order to minimize the cost as well as the time to market while improving their quality,

it is important to take a great effort from the early phases of the design cycle of mechatronic
systems. Thus, most important methodological efforts must be considered in the upstream phase
of product development. The development process of a mechatronic system includes three phases
which are the requirement analysis, pre-sizing and detailed sizing. The preliminary design is
performed based on various feedback experiments and a set of specifications. Moreover, it should
allow determining the system architecture and its setting (Liscouët et al., 2012). For this reason,
it may be necessary to describe the main phenomena involved in the system such as vibrational
and thermal behaviour. Accordingly, a mechatronic designer uses different modeling tools to
elaborate multi-physics models in the multidisciplinary design process of mechatronic systems.
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In recent years, many researches, based on techniques such as multi-criteria decision making
and poly-optimization, have been working on the integrated preliminary design and optimization
of mechatronic systems. For instance, Hammadi et al. (2012b) proposed to aggregate several
important criteria in one multi-criteria indicator to evaluate the mechatronic system performance
in the preliminary design level. Moreover, Tarnowski et al. (2011) proposed the poly-optimization
paradigm as an engineering design methodology for mechatronic system design. Every designer
involved in the design process has to solve a design task as an inverse problem in an iterative
way. The poly-optimization allows designers to make decision as a trade-off between conflicted
criteria to find a sub-set of non-dominated solutions. Poly-optimization can be more interesting
than aggregating many criteria in one multi-criteria indicator. However, a further development
is required to automate the decision making based on poly-optimization.
To reduce the computing time during the system analysis and optimization of the mechatro-

nic design, surrogate models can substitute the costly analysis models. A methodology based on
the surrogate modeling technique combined with Modelica language was proposed by Hammadi
et al. (2012a) for the optimization of electric vehicles. Although this method reduces the compu-
ting time during the optimization process, the elaboration of surrogate models is somewhat long
and mechatronic designers have to verify the accuracy of the surrogate models before including
them in the optimization process.
Long computing time in the analysis and optimization of mechatronic systems is due to the

methods used to model and solve the governing equations of the mechatronic system and its
components. In fact, the components modelled with partial differential equations (PDEs) are the
major source of difficulties in the analysis and optimization of mechatronic systems. However,
PDEs are strongly required to analyse the vibrating aspect of mechatronic systems. A vibrating
component in mechatronic systems can be modelled with simple beams or plates. The governing
equation of vibrating plate theories have been solved through three types of solutions: numerical
methods, exact analytical methods and semi analytical methods.
In the case when the plate has all edges simply supported and a lateral force acts over the

plate surface, Navier presented an exact method to obtain the solution of bending by using a
double series Fourier approach, see Szilard (2004) and Ventsel and Krauthammer (2001). This
method can be extended to an orthotropic plate subjected to dynamic excitation (Romanelli
and Laura, 2001).
By using a single trigonometric series, Levy developed a method to solve the bending problem

of a rectangular plate with two opposite sides simply supported and the remaining edges with
arbitrary conditions (clamped, simply supported guided, etc.), see Ventsel and Krauthammer
(2001).
In addition, Lagrange’s multipliers approach was introduced by Vera et al. (2005) to study

the problem of a plate supporting a 2-dof spring-mass system elastically mounted. However, it is
not always possible to obtain analytical solutions, especially for complex structures. For this re-
ason, many efforts have been dedicated to develop approximate methods, such as Galerkin’s type
approximate procedure. For instance, Laura and Duran (1975) used a simple polynomial appro-
ximation and Galerkin’s method to determine the response of a thin rectangular plate clamped
at four edges and subjected to uniformly distribute sinusoidal excitation. In this method, the
approximate solution is expressed in terms of polynomials which satisfy all the prescribed boun-
dary conditions. An untruncated infinite series superposition method (UISSM) was presented by
Bhaskar and Sivaram (2008) for a rectangular plate with arbitrary boundary conditions and an
arbitrary transverse load. The achieved solutions satisfy different requirements and they are ob-
tained as a simple combination of analytically component solutions. The Rayleigh Ritz method
is one of the most famous approximate methods; it is a useful approach for many eigenvalue
problems (Leissa, 2005). This method belongs to the so-called variational methods; it assumes
that the solution of the variational problem can be approximated by a suitable linear combina-
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tion of the coordinate function. This method can be used for both thin and thick rectangular
plates with different combinations of boundary conditions.
Various numerical methods have been developed to deal with the vibration problem of rec-

tangular plates with mixed and non-uniform boundary conditions. Each of them can be classified
as either a local method (finite difference method, finite element method) or a global method
(differential quadratic method, Ritz method). In general, global methods are more accurate than
the local ones. By contrast, local methods are more flexible to handle complex geometries and
boundary conditions. A discrete singular convolution algorithm, as a potential approach, was
introduced by Wei et al. (2001) to study this kind of problems. The mathematical fundamentals
of this algorithm are based on the theory of distributions (Schwartz, 1951). This approach has
the advantages of both methods (local and global).
The natural frequencies and the mode shapes of a rectangular plate, carrying any number

of translational springs and point masses are determined by using the analytical and numerical
combined method (ANCM) (Wu and Luo, 1997). By obtaining the analytical closed form solu-
tions for the mode shapes and natural frequencies, based on the mode superposition theory, the
eigenvalue equation of the plate with these elements can be derived. This approach prevents the
algebraic difficulties of the analytical method. Moreover, it consumes less computation time if
one compares it with the finite element method (FEM).
A plate vibrating in a mechatronic system can cause problems to various components which

are interconnected such as electronic devices which are essential and vital components in any
mechatronic systems. Moreover, they must be able to operate over the important life cycle and
survive environmental issues such as temperature and vibration (Veprik and Babtisky, 2000) and
(Mchira and Pecht, 2002) to which they are sensitive. Consequently, for the preliminary design
phase, the objective is to predict how the electronic component will implement completely and
correctly the functions specified in the requirements within the constraints of the device, the
environments the component will function within and the defined interfaces. During this phase,
the designer should maintain a system perspective and see the interaction with the rest of the
system in order to identify inconsistencies and ambiguities.
The main purpose of this work is to present a pre-dimensioning method based on an analytical

approach and taking into consideration the effect of vibration. More precisely, we focus on the
effect of dynamic disturbances produced by motors and transmitted to the electronic cards
through the plate. In order to predict the behaviour of the mechatronic system, robust modeling
and simulations with DYMOLA are carried out. We investigate the sensitivity of the system
for several parameters and different architectures in order to develop an accurate and reliable
design.
The organization of this paper is as follows: the first section deals with the introduction, in

Section 2 we introduce the analytical formulation of the problem, in Section 3 we present the
modeling of the system. Results of simulations are presented and discussed in Section 4 with
comparison to FEM. The conclusion of our paper is given in Section 5.

2. Theoretical background

2.1. Analytical formulation of plate vibration

Before developing the analytical model, we need to make some hypothesis and simplifications.
Indeed, the simply supported rectangular plate will be considered as homogeneous, linearly
elastic, isotropic and uniformly thin. Neither the shear deformations nor in plane forces are
taken into account. The relatively low frequencies induced by electric motors and the small
thickness of the plate compared to the other dimensions allow us to consider only transverse
vibration. The excitations in many mechatronic systems can be considered as a random process.
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However, for simplification reasons, we will deal only with deterministic structural parameters.
Therefore, only a harmonic excitation is considered in this study.
The coordinate system of the plate is presented in Fig. 1. In these conditions, the classical

plate governing differential equation of motion can be written as

D∇4w = −ρh∂
2w

∂t2
+ f(x, y, t) (2.1)

where

f(x, y, t) =
N∑

i=1

fi (2.2)

∇2 is the Laplacian operator, w(x, y, t) is the transverse deflection, N is the number of electric
motors. D, ρ, h and f(x, y, t) present respectively the flexural rigidity, density of the plate
material, plate thickness and the transverse external loadings

D =
Eh3

12(1 − υ2) (2.3)

where E and υ are respectively Young’s modulus and Poisson’s ratio.

Fig. 1. Spatial distribution of dynamic pressures on the plate (top view)

We consider that every motor mounted on the plate induces a dynamic excitation over a finite
area. In this case, we consider that a uniformly distributed p cos(ωt) type force, equivalent to
the excitation generated by the motor, acts over a rectangular portion of the plate of dimensions
ui and vi, where the coordinates of the centroid are (αi, βi)

fi = pi cos(ωit) (2.4)

where, pi is the intensity of the distributed load, ωi is the angular frequency of the dynamic
excitation. Then

f(x, y, t) =
N∑

i=1

pi cos(ωit) (2.5)

The boundary conditions for a simply supported plate are the following

w = 0
∣∣∣
x=0,a

∂2w

∂x2
= 0

∣∣∣
x=0,a

w = 0
∣∣∣
y=0,b

∂2w

∂y2
= 0

∣∣∣
y=0,b

(2.6)

In the following, we use Navier’s principle to establish the dynamic equation of the structure.
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The spatial distribution of the dynamical loading has been expanded into the double Fourier
series (Szilard, 2004)

fi(x, y, t) = cos(ωit)
∞∑

n=1

∞∑

m=1

binm sin
nπx

a
sin

mπy

b
(2.7)

The coefficients of the Fourier series can be calculated as

binm =
4pi
ab

αi+ui/2∫

αi−ui/2

βi+vi/2∫

βi−vi/2

sin
nπx

a
sin

mπy

b
=
16pi
π2

Binm

Binm =
1
nm
sin

nπαi
a
sin

nπui
2a
sin

mπβi
b
sin

mπvi
2b

(2.8)

Following this approach, based on the superposition method, the expression of the deflected
surface W (x, y, t) can be written as in the following

w(x, y, t) =
N∑

i=1

wi cos(ωit) =
N∑

i=1

cos(ωit)
∞∑

n=1

∞∑

m=1

Cinm sin
nπx

a
sin

mπy

b
(2.9)

then

w(x, y, t) = cos(ω1t)
∞∑

n=1

∞∑

m=1

C1nm sin
nπx

a
sin

mπy

b
+ cos(ω2t)

∞∑

n=1

∞∑

m=1

C2nm sin
nπx

a
sin

mπy

b

+ . . .+ cos(ωN t)
∞∑

n=1

∞∑

m=1

CNnm sin
nπx

a
sin

mπy

b

(2.10)

with

C1nm =
16p1B1nm

π2
{
D
[(
πn
a

)2
+
(
πm
b

)2]2
− ρhω21

} C2nm =
16p2B2nm

π2
{
D
[(
πn
a

)2
+
(
πm
b

)2]2
− ρhω22

}

...

CNnm =
16pNBNnm

π2
{
D
[(
πn
a

)2
+
(
πm
b

)2]2
− ρhω2N

}

(2.11)

Expression of deflection (2.12) automatically satisfies the prescribed boundary conditions.
For a simply supported plate, the natural frequencies are

ωnm = π2
[(m
a

)2
+
(n
b

)2]
√
D

ρh
(2.12)

For the case of one installed motor, the amplitudes of the plate bending moments are

Mx = D
(∂2w
∂x2
+ ν

∂2w

∂y2

)
My = D

(
ν
∂2w

∂x2
+
∂2w

∂y2

)
(2.13)

then

Mx =
16p1a2

π2

∞∑

n=1

∞∑

m=1

Bnm
Fnm −R2F11

[
n2 + υm2

(a
b

)2]
sin

nπx

a
sin

mπy

b

My =
16p1a2

π4

∞∑

n=1

∞∑

m=1

Bnm
Fmn −R2F11

[
υn2 +

(ma
b

)2]
sin

nπx

a
sin

mπy

b

(2.14)
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with

Fnm =
[
n2 +m2

(a
b

)2]2
R =

ω

ω11
(2.15)

The kinetic energy is

T =
1
2
ρh

∫

S

(∂w
∂t

)2
dxdy (2.16)

In order to simplify the problem, we take m = n = 1 with N = 1. Then

w = cos(ω1t)C111 sin
πx

a
sin

πy

b

T =
1
2
ρh

a∫

0

b∫

0

(
−ω1 sin(ω1t)C111 sin

πx

a
sin

πy

b

)2
dx dy

(2.17)

so

T =
1
8
ρh[−ω1 sin(ω1t)C111]2ab (2.18)

The expression of the strain energy of an isotropic plate is as follows

U =
D

2

∫

s

(∂2w
∂x2
+
∂2w

∂y2

)2
− 2(1− υ)

[∂2w
∂x2

∂2w

∂y2
−
( ∂2w
∂x∂y

)2]
ds (2.19)

By calculating the derivatives of w(x, y) we obtain

∂2w

∂x2
= cos(ω1)C111

π2

a2
sin

πx

a
sin

πy

b

∂2w

∂y2
= cos(ω1)C111

π2

b2
sin

πx

a
sin

πy

b

∂2w

∂y∂x
= cos(ω1)C111

π2

ab
sin

πx

a
sin

πy

b

(2.20)

Substituting Eqs. (2.20) into (2.19) yields

U =
Eh3π4ab

96(1 − υ2) cos(ω1t)C
1
11

(1
a
+
1
b

)2
(2.21)

2.2. Modeling of the electronic card

The simplest model for a system under a vibration excitation is given by a rigid mass
supported by a linear spring and damper (Piersol and Paez, 2010). Figure 2 shows schematically
a model of the electronic card which is mounted resiliently over the vibrating plate. The mass of
the internal box is generally very small in comparison with the entire box (Lahdenpera, 1992).
The equation of relative motion of the system is expressed in the form

Z1 + 2Ω1ζ1Ż1 +Ω21Z1 = −Ÿ (2.22)

where Ω1 =
√
k/m is the angular frequency and m and k represent the moving mass

and the corresponding spring stiffness, respectively. ζ1 = c/Cc is the loss factor, where
Cc = 2

√
km = 2mΩ1, and c is the damping coefficient.

The dynamic response of the plate is expressed as follows

Y (t) = w(x, y, t) =
N∑

i=1

wi cos(ωit) (2.23)
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Fig. 2. Simple model of the electronic card; ζ1 and Ω1 denote, respectively, the loss factor and the
natural frequency, Y (t) is the plate motion, X1 is the deflection of the system, Z1 = X1 − Y denotes the

relative deflection of the card to the plate

For two motors, the displacement function can be written as

Y (t) = w(x, y, t) = w1 cos(ω1t) + w2 cos(ω2t)

ẅ(x, y, t) = −Y1 cos(ω1t)− Y2 cos(ω2t)
(2.24)

where

Y1 = ω21w1 Y2 = ω22w2 (2.25)

then

|Z| = |Z1(ω1)|+ |Z2(ω2)| (2.26)

where

|Z1(ω1)| =
Y1√

(Ω21 − ω21)2 + 4ω21Ω21ζ2
|Z2(ω2)| =

Y2√
(Ω21 − ω22)2 + 4ω22Ω21ζ2

(2.27)

3. System modeling

Modeling language Modelica has been chosen to implement the models described above. As
Modelica is an object oriented modeling language, it allows the realization of a complex system
by simple gathering components (Schiavo et al., 2006). The construction of this model (Fig. 3)
includes elements developed expressly for this application such as the plate component and
selection of the position component as well as parts that belong to Dymola/Modelica library.
The model of the system in Dymola is decomposed into a set of connected components;

everyone is represented by a block containing the necessary information about the element,
which can be changed by the user. The model can be divided into five main parts. The motor
represents the dynamic excitation over the exterior surface of the plate. In this case, we model
the motor by a uniformly distributed p cos(ωt)-type force acting over a rectangular subdomain
of the plate. To choose the location of the card on the plate, the selection of the position element
has been modelled. The simply supported plate object has been modelled with consideration of
the necessary equations describing vibration propagation through the structure. Consideration
has been given to the principal parameters that characterize the physical properties of this plate
such as the dimensions, Poisson’s ratio and Young’s modulus.
In Fig. 3 components of the Modelica library are used: the linear 1D model composed of a

spring and damper in parallel and the sliding mass, to model the electronic card. The sensors
measure absolute position, absolute velocity and absolute acceleration in order to control the
displacement, speed, and acceleration of the electronic card on the plate.
To describe the physical interfaces between these components, we use connectors which are

associated with every component. In order to describe the physical interfaces between the motors
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Fig. 3. Model of the system in Dymola/Modelica

Table 1. New connector properties

Type Name Description

Length u1 length [m]
Length v length [m]
Pressure P0 force magnitude [N/m2]
Angular velocity z angular frequency [rad/s]

and the plate, we have introduced a new connector in Dymola. Table 1 shows the characteristics
of the new connector used to connect new the models build in Dymola.
This new model will give us the possibility to have a simplified procedure which will enable

us to perform behaviour simulations, technology completions and to estimate the vibrational
behaviour of the mechatronic system.

4. Results and discussions

4.1. Case study presentation

According to the theoretical analysis in Section 2, two motors are considered in this study
and two electronic cards which are located on the rectangular plate (Fig. 4a). The finite element
analysis with ANSYS (Fig. 4b) has been used to validate the model implemented in Modelica.

Fig. 4. (a) The studied model. (b) Modeling of the loaded plate with ANSYS

4.2. Validation with the finite element method

In order to validate the model implemented in Dymola/ Modelica, some results derived in this
paper have been compared with those obtained with the finite element analysis using ANSYS.



Pre-designing of a mechatronic system using an analytical approach with Dymola 705

Figure 4b illustrates the CAD model of the plate that has been used for this study in ANSYS
WorkBench. The geometry is made of a set of rectangular faces with dimension (u, v) for each
face, to make easy the application of the vibrating force represented with an arrow in the figure.
The mesh is not represented in this figure.
The first five natural frequencies are listed in Table 2 along with analytical results and

ANSYS output data. It can be seen that the natural frequencies obtained by this method are in
good agreement with those obtained by the finite element analysis using ANSYS.

Table 2. Natural frequencies [Hz] of the simply supported plate. m and n are the mode numbers
in the x and y direction, respectively

(m,n) Analytical solution ANSYS

(1,1) 169.88 170
(1,2) 423.36 426.8
(2,2) 676.32 682.9
(1,3) 848.29 853.67
(3,2) 1099 1109

Table 3 and 4 give the bending at the centre of the plate for several positions of the two
motors and illustrate the error between the two methods.

Table 3. Bending at the centre of the plate, the two motors have the same amplitude of vibration,
p1 = p2 = 0.01MPa and the same frequency, f1 = f2 = 100Hz

Motors positions Modelica ANSYS Error

(α1, β1) = (0.03m, 0.03m) 0.094 0.095 0.15%
(α2, β2) = (0.03m, 0.09m)
(α1, β1) = (0.03m, 0.03m) 0.2 0.2 0%
(α2, β2) = (0.09m, 0.09m)
(α1, β1) = (0.03m, 0.09m) 0.241 0.234 2.99%
(α2, β2) = (0.09m, 0.09m)
(α1, β1) = (0.09m, 0.09m) 0.347 0.359 3.34%
(α2, β2) = (0.15m, 0.15m)

The results are compared with those obtained with finite element analysis using ANSYS. It
can be noticed that the error between two methods is less than 6%. Therefore, the results given
by the analytical models and the FEM models are close to each other.

Table 4. Bending at the plate centre, the two motors have different amplitudes of vibration,
p1 = 0.01MPa, p2 = 0.02MPa and the same frequency, f1 = f2 = 100Hz

Motors positions Modelica ANSYS Error

(α1, β1) = (0.03m, 0.03m) 0.162 0.171 5.26%
(α2, β2) = (0.03m, 0.09m)
(α1, β1) = (0.03m, 0.03m) 0.374 0.383 2.34%
(α2, β2) = (0.09m, 0.09m)
(α1, β1) = (0.03m, 0.09m) 0.414 0.426 2.8%
(α2, β2) = (0.09m, 0.09m)
(α1, β1) = (0.09m, 0.09m) 0.520 0.541 3.88%
(α2, β2) = (0.15m, 0.15m)
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4.3. Parametric study

After the modeling of the entire system with Dymola/Modelica, an analysis has been carried
out for different magnitudes. The plate is characterized by the parameters a and b which are
lengths of the plate along, respectively, in the x and y direction, a = b = 240mm, plate thickness
h = 20mm, density of the plate material ρ = 7850Kg/m3, Poisson’s ratio υ = 0.3 and Young’s
modulus E = 210000MPa. Several simulations tests have been made. Figures 5a, 5b and 5c
show, respectively, the displacement, speed and acceleration at the centre of the plate which is
subjected to a bi-harmonic force that acts at positions (α1, β1) = (0.03m, 0.03m) and (α2, β2) =
(0.09m, 0.09m). The excitation amplitudes are p1 = p2 = 0.01MPa with excitation frequencies
f1 = f2 = 100Hz.

Fig. 5. Displacement (a), speed (b) and acceleration (c) at the plate centre

As it can be observed, the displacement, speed and acceleration at the centre of the plate
have sinusoidal shapes with a frequency of 100Hz (frequency of excitations) and they have,
respectively, amplitudes of 0.2mm, 0.125m/s and 79.25m/s2. The speed and the acceleration
are, respectively, π/2 and π phase-shifted with respect to the displacement.
Comparison between the amplitudes of vibration in the centre of the rectangular plate and

that of the electronic card which is located in the same position is shown in Fig. 6. From the
results presented in this figure, it can be observed that the two curves are in phases. But the
amplitude of vibration of the mass is lower than that of the plate centre, which is due to the
damping effect. Concerning the movement of the mass, a transient phenomenon occurs at the
beginning of the movement. It represents the response of the system before stabilization, which
strongly depends on the initial conditions. Then, there is a steady-state regime when the initial
conditions have no longer influence.
Figure 7 shows the amplitudes of vibration of some points which are located in the middle

line of the plate. As it can be observed, the deflections are different from one point to another.
Moreover, the period of vibration is maintained and the curves are in phases. Then for the plate
excited by two excitation forces acting at different locations, regardless the parameters, we can
control the vibration amplitude in any point of the rectangular plate. The curve of transverse
central deflection according to the plate width is given in Fig. 8. It is shown that the amplitude
of vibration increases with increasing the plate width.
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Fig. 6. Bending at the plate centre and displacement measured by the position sensor

Fig. 7. Bending of the plate at different points in the middle line of the plate

Fig. 8. Displacement at the plate centre according to its width a

The Navier approach is based on the thin plate theory. In this case, h is assumed to be
negligible relatively to other dimensions (width and length). Yet, the height value has a great
impact on the vibration propagation. Figure 9a represents the central deflection according to
the plate height. As illustrated, the curve of the height has two parts. In the beginning, the
vibration amplitude increases with the increasing height of the plate until reaching the value of
0.0029m, then there is a decrease in the amplitude when the height increases, the amplitude
of vibration tends to zero. Deflection of the plate depends mainly on its dimensions. Figure 9b
clearly shows the variation of transverse displacement at the centre of the plate according to
its dimensions (a, b). So, it can be seen that as the dimension values increase, the vibration
amplitude increases.
Figures 10a and 10b depict, respectively, the central deflection of the plate according to

the first motor dimensions and the motor positions on the rectangular plate while keeping other
parameters fixed. The influence of the angular frequency on the vibrational response of the plate
is given in Fig. 10c.
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Fig. 9. Displacement at the plate centre according to: (a) its height h, (b) plate dimensions

Fig. 10. Displacement at the plate centre according to: (a) dimensions of the first motor (α1, β1),
(b) the motor positions (u1, v1), (c) the angular frequencies of the motors

Figures 11a and 11b show the effect of dimensions variation (width and length) on the strain
and kinetic energy of the simply supported rectangular plate with uniform thickness. It can be
observed that the kinetic energy increases with an increasing in the width a, in addition, the
plate dimensions have a significant impact on the plate energies. At any position of the electronic
card over the rectangular plate, we can control its motion.

Fig. 11. (a) Strain energy of the plate according to its dimensions (a, b), p1 = 0.01MPa,
(α1, β1) = (0.03m, 0.03m). (b) Kinetic energy of the plate according to its width a

The simulation results of the speed and acceleration control of the electronic card are given
in Figs. 12a and 12b. The card is located in the centre of the plate. As it is shown, the speed
and acceleration are sinusoidal functions; both curves show a transient regime in the beginning,
and then a steady-state regime is established. In addition, the two amplitudes depend strongly
on the card characteristics as well as the card position on the plate.
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Fig. 12. (a) Speed measured by the speed sensor. (b) Acceleration response of the mass

5. Conclusions

In this paper, we have proposed a new approach for the preliminary design of a mechatronic
system based on an analytical method. We defined a model that allows the predictability of the
vibrational behaviour of the system. The model has been developed using the modeling language
Modelica/Dymola. To show the capability of the model to help designers in pre-dimensioning,
we have analysed several parameters having significant influence on the vibration propagation.
The possibility of modifing the geometrical characteristic, the parameters and the evaluation
of possible missions will serve as a strong positive point for this new method. This modeling
process will serve to meet the system requirements with acceptable risks and to establish the
basis for proceeding with a detailed design. The simulation results have been validated with the
finite element analysis using ANSYS.
Only harmonic excitation has been considered in this study. This work will be extended to

include the optimization of mechatronic systems under stochastic vibration.
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A cybernetic technology of mechatronic design of active magnetic bearings systems (AMB)
originated from theory of systems is suggested in the paper. Traditional models of artificial
intelligence and mathematics do not allow describing mechatronic systems being designed
on all its levels in one common formal basis. They do not describe the systems structure
(the set of dynamic subsystems with their interactions), their control units, and do not
treat them as dynamic objects operating in some environment. They do not describe the
environment structure either. Therefore, the coordination technology of hierarchical systems
has been chosen as a theoretical means for realization of design and control. The theoretical
basis of the given coordination technology is briefly considered. An example of technology
realization in conceptual and detailed design of AMB system is also presented.

Keywords: hierarchical systems, design, coordination, mechatronic, magnetic bearings

1. Introduction

In the design process of active magnetic bearings (AMB) we deal with mechatronic objects
which contain connected mechanical, electromechanical, electronic and computer subsystems.
Various methods and models which are used for each system coordination (design and control)
cannot describe all subsystems in common theoretical basis and, at the same time, describe the
mechanism with all interactions in the structure of a higher level and the system as a unit in
its environment. It is important to define the common theoretical means which will describe
all subsystems of a mechatronic object being designed (AMB systems) and its coordination
(design and control) system in a common formal basis. This task is topical for the systems of
computer aided design (CAD). Besides, theoretical means of the coordination technology must
allow performing the design and control tasks under condition of any information uncertainty,
i.e. (1) to create and change mechatronic system construction and technology by selecting units
of lower levels and settling their interactions to make the state and activity of the system in
higher levels (environment) best coordinated with environmental aims (selection stratum); (2) to
change the ways (strategies) of the design task performing when the designed unit is multiplied
and the knowledge uncertainty is removed (learning stratum); (3) to change the above mentioned
strata when new knowledge is created (self-coordination stratum).
The coordination technology must also cohere with traditional forms of information repre-

sentation in mechatronics, i.e. numerical and geometrical systems. The theoretical basis of the
design process in agreement with these requirements must be a hierarchical construction con-
necting any level unit with its lower and higher levels. Mathematical and cybernetic theories
based on the set theory are incoherent with the above design requirements since the set theory
describes one-level world outlook.
In this paper, the coordination technology of Hierarchical System by Mesarovich et al. (1970)

with its standard block aed (ancient Greek word) by Novikava et al. (1990, 1995, 1997) Miatliuk
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(2003), Novikava and Miatliuk (2007) has been chosen as the theoretical basis for performing a
mechatronic design task. In comparison with traditional methods, aed technology allows presen-
tation of the designed object structure, its dynamic representation as a unit in the environment,
the environment itself and the control system in common formal basis together with easy for-
malization of the design process. In the paper, the aed formal basis and coordination technology
of hierarchical systems are described. AMB system construction and the system conceptual and
detailed design are presented as practical examples of the proposed technology. Finally, the
developed technology for the design of exemplary AMB mechatronic systems is analysed.

2. Formal basis of design technology

The aed model Sℓ considered below unites the codes of the two level system (Measarovic et
al., 1970) and general systems theory by Mesarovic and Takahara (1990), the number code LS ,
geometry and cybernetics methods. The dynamic representation (ρ, ϕ) is the main means of the
description of the named codes. Aed is a standard element of hierarchical systems (Novikava et
al., 1990, 1995, 1997; Miatliuk, 2003; Novikava and Miatliuk, 2007), which realizes the general
laws of systems organization on each level and the inter-level connections. AedSℓ contains ωℓ

and σℓ models which are connected by the coordinator Sℓ0

Sℓ ↔ {ω, S0, σ}ℓ (2.1)

where ωℓ is a dynamic representation of any level ℓ ∈ LS system in its environment, σℓ is the
system structure, Sℓ0 is coordinator. The structure diagram of aedS

ℓ is presented in Fig. 1.

Fig. 1. Structure diagram of aed – standard block of Hierarchical Systems. S0 is the coordinator, Sω is
the environment, Si are subsystems, Pi are subprocesses, P l is the process of level ℓ, X l and Y l are the

input and output of the system Sl; mi, zi, γ, wi, ui, yi are interactions

Aggregated dynamic representations ωℓ of all aed connected elements, i.e. the object oSℓ,
processes oP ℓ, ωP ℓ and environment ωSℓ are presented in form of the dynamic system (ρ, ϕ)ℓ

ρℓ = {ρt : Ct ×Xt → Yt ∧ t ∈ T}ℓ

ϕℓ = {φtt′ : Ct ×Xtt′ → Ct′ ∧ t, t′ ∈ T ∧ t′ > t}ℓ
(2.2)

where Cℓ is the state, Xℓ – input, Y ℓ – output, T ℓ – time of level ℓ, ρℓ and ϕℓ are the reactions
and state transition functions, respectively. Dynamic representations ωℓ of the object oSℓ, the
processes oP ℓ, ωP ℓ and the environment ωSℓ are connected by their states, inputs and outputs.
The model of the system structure is defined as follows

σℓ = {Sℓ0, {ωℓ−1, σU ℓ}} = {Sℓ0, σ̃ℓ} (2.3)
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where Sℓ0 is the coordinator, ω
ℓ−1 are aggregated dynamic models of the subsystems

S
ℓ−1 = {Sℓ−1i : i ∈ Iℓ} of the lower level ℓ− 1, σU ℓ are structural connections σU ℓ ⊃ ωU ℓ−1 =
{ωU ℓ−1i : i ∈ Iℓ} of the subsystems Sℓ−1. σ̃ℓ is the connection of the dynamic systems ωℓ−1 and
their structural interactions σU ℓ coordinated with the external ones ωU ℓ = σU ℓ+1|Sℓ.
The coordinator Sℓ0 is the main element of hierarchical systems which realizes the processes

of systems design and control (Novikava et al., 1995; Miatliuk, 2003). It is defined according to
aed presentation of Eq. (2.1) in the following form

Sℓ0 = {ωℓ0, Sℓ00, σℓ0} (2.4)

where ωℓ0 is the aggregated dynamic realization of S
ℓ
0, σ
ℓ
0 is the structure of S

ℓ
0, S

ℓ
00 is the coor-

dinator control element. Sℓ0 is defined recursively. The coordinator S
ℓ
0 constructs its aggregated

dynamic realization ωℓ0 and the structure σ
ℓ
0 by itself. S

ℓ
0 performs the design and control tasks on

its selection, learning and self-organization strata (Miatliuk, 2003). All metric characteristics µ
of systems being coordinated (designed and controlled) and the most significant geometry si-
gns are determined in the frames of aed informational basis in the codes of numeric positional
system LS (Miatliuk, 2003; Novikava and Miatliuk, 2007).
The external connections ωU ℓ of ωℓ with other objects are its coordinates in the environ-

ment ωSℓ. The structures have two basic characteristics: ξℓ (connection defect) and δℓ (con-
structive dimension); µℓ, ξℓ and δℓ are connected and described in the positional code of the LS

system (Miatliuk, 2003; Novikava and Miatliuk, 2007). For instance, the numeric characteristic
(constructive dimension) δℓ ∈ ∆ℓ of the system Sℓ is presented in the LS code as follows

δ̃ℓ = (n3, . . . , n0)δ δ̃ℓ ∈ {δℓσ , δℓω}
(ni)δ = (n3−i)ξ (ni)δ ∈ N i = 0, 1, 2, 3

(2.5)

where δℓω and δ
ℓ
σ are constructive dimensions of σ

ℓ and ωℓ, respectively. This representation
of geometrical information allows execution of all operations with geometric images on the
computer as operations with numeric codes.
The aed technology briefly described above presents a theoretical basis for AMB systems

design and control. In comparison with the two-level system proposed by Mesarovic et al. (1970),
the presented informational model of aedSℓ has new positive characteristic features (Novikava et
al., 1990, 1995, 1997; Miatliuk, 2003; Novikava and Miatliuk, 2007). Formalization, availability
of the environment block ωSℓ, description of the inter-level relations, coordination technology
and information aggregation make the aed technology more efficient in the design tasks.

3. Coordination technology realization in the design of AMB system

3.1. Conceptual formal model of an AMB system

Formal description of the Active Magnetic Bearing (AMB) system in aed form is an exam-
ple of the Hierarchical System (HS) (aed) coordination technology realization in the conceptual
design of a mechatronic system. The AMBs systems are usually used in rotating machinery, fly-
wheels, industrial turbomachinery, etc. (Schweitzer and Maslen, 2009). In this paper we focus on
an AMB system which is a part of the experimental stand of a suspension system (Fig. 2) develo-
ped at Automation and Robotics Department, Bialystok University of Technology (Mystkowski
and Gosiewski, 2007, Gosiewski and Mystkowski, 2006, 2008).
The AMB system is presented in aed form as follows

MS
ℓ ↔ M{ω, S0, σ}ℓ (3.1)
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Fig. 2. AMB-beam test rig

where Mωℓ is an aggregated dynamic representation of the AMB system MSℓ, see Eq. (2.2),
Mσ
ℓ is the system structure, MSℓ0 is coordinator, i.e. design and control system, ℓ is the index

of level.
The AMB system construction Mσℓ contains the set of sub-systems ωℓ−1 and their structural

connections σU ℓ. Thus, according to Eq. (2.3), the structural subsystems presented in aggregated
dynamic form ωℓ−1 are:
• front AMB – Mωℓ−11
• rear AMB – Mωℓ−12
• thrust passive magnetic bearing (PMB) – Mωℓ−13
• shaft – Mωℓ−14 .

In their turn, each subsystem has its own structural elements – the lower level ℓ− 1 subsys-
tems. In the AMB subsystem Mωℓ−11 , these are eight i = 8 electromagnetic coils Mω

ℓ−2
1i and the

displacement sensors assembly Mωℓ−21,9 which creates the external part of the AMB. The internal
part is the magnetic core Mωℓ−21,10 attached to the shaft. The subsystems Mω

ℓ−1 are connected
by their common parts – the structural connections σU ℓ−1 that are elements of lower levels. For
instance, the shaft Mωℓ−14 and the front AMB Mωℓ−11 are connected by their common element –
the magnetic core σU ℓ−11,4 ↔ Mω

ℓ−2
1,10 ↔ Mω

ℓ−2
4,1 , where Mω

ℓ−2
1,10 is aggregated dynamic realization

of the magnetic core being the subsystem of the front AMB Mω
ℓ−1
1 , and Mω

ℓ−2
4,1 the realization

of the magnetic core being the subsystem of the shaft Mωℓ−14 .
Aggregated dynamic realizations Mωℓ−1, i.e. dynamic models i(ρ, ϕ)ℓ−1, Eq. (2.2), of the

subsystems MS
ℓ−1, are formed after definition of their inputs-outputs concerning each concrete

sub-process they execute. Thus, for the shaft Mωℓ−14 concerning its rotation process, the in-
put MXℓ−14 is the torque M obtained from the loading system (motor), and the output MY ℓ−14
is the angular velocity Ω of the shaft (Fig. 2). The shaft dynamic model Mωℓ−14 in this case is
presented at the detailed design stage in form of the differential equation described by Gosiewski
and Mystkowski (2006, 2008).
The environment ωSℓ of the AMB system has its own structure and contains:

ωℓ1 – measuring and signal conditioning system (electronic),

ωℓ2 – loading system – motor/generator (electromechanical),

ωℓ3 – control systems in feedback loop of the general control AMB system (computer system).

Thus, the object being controlled MSℓ (AMB system), environment subsystems, i.e. measu-
ring ωSℓ1 (sensors, filters, estimators), loading ωS

ℓ
2 (electromotor, generator, clutch) and control

systems ωSℓ3 in the feedback loop (computer, processor, converters DAC and ADC) create the
general control AMB system. The immediate input MXℓ for the AMB system (which is at the
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same time the output ωY ℓM = MX
ℓ of the environment of the AMB system) are signals from

the loading system – the motor torque and control signal, i.e. the voltage/current or flux which
come from internal or external controllers of the control system. The output of the AMB system
is the axial displacement of the shaft in the plane orthogonal to the shaft symmetry axis, me-
asured currents, flux, rotor angular speed, coil temperature, etc. The output MY ℓ of the AMB
system MSℓ, i.e. the displacement of the shaft, is at the same time the input ωXℓM = MY

ℓ

of the environment which is measured by eddy-current sensors or optical (laser) sensors. The
states MCℓi of the AMB system MS

ℓ are:

Mc
ℓ
1 – displacements,

Mc
ℓ
2 – velocities,

Mc
ℓ
3 – accelerations,

Mc
ℓ
4 – magnetic forces.

The dynamic representation Mωℓ of the AMB system is constructed in form of Eq. (2.2) by
the inputs MXℓ, states MCℓ and outputs MY ℓ mentioned above. The dynamic representation
at the conceptual stage can be given in (ρ, ϕ), which is transformed into the state-space matrix
form at the detailed design stage

ẋ = Ax+Bu y = Cx (3.2)

The first state equation in Eq. (3.2) corresponds to the state transition function ϕ in Eq.
(2.2), and the second output equation corresponds to the reaction ρ. Vectors x, y, u and matrices
A, B, C of the equations are defined by Gosiewski and Mystkowski (2006). Therefore, Eq. (2.2)
is the dynamic representation Mωℓ of the AMB system at the stage of conceptual design, and
Eq. (3.2) is the AMB model which is used at the detailed design stage of the AMB system life
circle (Ulman, 1992).
The AMB system process P ℓ is a part of the higher-level process P ℓ+1 in the environment ωSℓ,

i.e. the general control AMB system. This process contains:

P ℓ1 – control of the shaft displacement, vibration damping and machine diagnostics (by the
AMB system MSℓ),

P ℓ2 – measuring of output values of the AMB system by the measuring and signal conditioning
system,

P ℓ3 – reading of measured values and converting by the Digital Signal Processor (DSP) or any
other real-time digital processor,

P ℓ4 – processing and estimating,

P ℓ5 – creation of the simulation model and sending it to DSP memory,

P ℓ6 – sending control signals to the AMB system in real time,

P ℓ7 – AMB system loading realized by the electromotor or generator that causes rotation of the
shaft or convertion of the kinetic energy.

P ℓ8 – shaft rotation.

P ℓ1 and P
ℓ
7 are realized by electromechanical subsystems of the general mechatronic system

(general control AMB system), P ℓ2 -P
ℓ
6 are realized by the computer subsystem, and P

ℓ
8 by the

mechanical one. The general process is composed of sub-processes P
ℓ
executed by the general

control AMB system, which includes the ABM system MSℓ and its environment ωSℓ.
So, all the subsystems of the general control AMB system, i.e. mechanical (shaft Sℓ−14 ),

electromechanical (AMB system MSℓ and motor ωSℓ2), computer-electronic (measuring ωS
ℓ
1 and

control system ωSℓ3) have their aggregated dynamic ω
ℓ and structural σℓ descriptions. All the
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connected descriptions of the subsystems Sℓ and processes P ℓ are presented in the informational
resources (data bases) of the coordinator which realizes the design process connecting in this
way the structure Mσℓ and the functional dynamic realization Mωℓ of the AMB system being
designed.
The coordinator MSℓ0 in our case is realized in form of an automated design and control

system of the AMB, which maintains its functional modes by the control system and realizes
the design process by a higher level computer aided design (CAD) system (general supervisor)
if necessary. The AMB control system is designed according to the hierarchical concept and
contains low-level and high-level controllers (Fig. 4).
All metrical characteristics of the subsystems and processes described above are presented

in form of numeric positional systems LS (Novikava et al., 1990, 1995, 1997; Miatliuk, 2003;
Novikava and Miatliuk, 2007).

3.2. System architecture

The hierarchical system coordination technology allows one to describe active magnetic be-
arings (AMBs) coupled architecture and its coordination, i.e. design and control (Schweitzer
and Maslen, 2009; Miatliuk et al., 2010a). This technology enables one to allocate the inter-
subsystems in the AMB structure. In this case, by using a novel approach, the conceptual design
of the AMB system is considered as a multilevel model which enables introduction of further ne-
cessary changes into AMB construction and technology. This approach supports the design and
assembling of AMB parts and can be considered as a self-optimization process. The main AMB
model layers reflects AMB mechatronic subsystems, i.e. the mechanical subsystem, electrical
subsystem and control software (supervisory intelligence), see Fig. 3. These subsystems can be

Fig. 3. Structure diagram of the AMB hierarchical system

constructed due to machine demands by selecting parts ωℓ−1 and setting their interactions σU ℓ,
see Eq. (2.3). Thus, the whole design process can be divided into engineering departments accor-
ding to due knowledge. For example, high dynamics of the electrical AMB subsystem (at a low
level) is faster than the mechanical one and requires different controller/actuators/sensors with
a suitable bandwidth. Thus, these subsystems should be designed with taking into account their
specified performances according to the whole system functional requirements. According to the
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hierarchical control structure (see Fig. 1), the design technology realization steps are as follows.
First, the low level (inner) closed-loop sub-system is designed in which the inner controller pro-
vides a fast response of the control loop with respect to the model of the electrical part of the
AMB system (Schweitzer and Maslen, 2009). Here, since the electrical subsystem dynamics of the
AMB model has uncertainties and consists of nonlinearities, the nonlinear control low is realized
with robust controller (Gosiewski and Mystkowski, 2006, 2008). The robust controller overcomes
control plant uncertainties and provides a fast response due to variations of the desired signals
from the high level controller. Second, the high level control sub-system is designed based on the
outer measured signals in the AMB mechanical sub-system. This high level control loop works
slower than the inner controller since the dynamics of the AMB mechanical part refers to the
significant inertia of AMB position control. The design process is formally presented in form of
coordination strategies realized on the selection layer of the coordinator and described by the
output functions λ of the coordinator canonical model (ϕ, λ) (Miatliuk, 2003). The change of
coordination strategies in the coordinator learning and self-organization layers is described by
the state transition functions ϕ.

3.3. Control structure

The hierarchical structure of the AMB control system consists of (at least) three layers. The
first one (high level) consist of a complex AMB dynamic model (nonlinear) which refers to the
concrete plant system. This plant model after simplification is used for controller synthesis and
refers to the abstract system Sℓ, Eq. (3.1). The second layer consists of the low level controller
presented in form of the coordinator Sℓ0, Eq. (2.4), responding to the low level control task by
direct impact on AMB dynamics and it is strongly nonlinear. The low level ℓ control subsystems
represent a decentralized (local) control loop based on command signals from the high level ℓ+1
control system. The last layer represents a high level controller (global) given in from of Sℓ+10
coordinator which performs high order tasks. The main advantage of such approaches is the
decoupling of control laws for simpler evaluation by the designing engineers. For such a control
structure, the high level controller is not dependent on the nonlinearities located in the low level
layer. This enables designing a linear high level controller. However, the refinement of inter-
couplings due to the nonlinear nature of this dynamic system is the main challenge. Referring
to the two-level control architecture as shown in Fig. 4, the plant Sℓ behaviour is assumed to be
described by the Mωℓ model built on the relation of AMB inputs Xℓ, outputs Y ℓ and states Cℓ,
see Eq. (2.2). Cℓ is defined by the control inputs Gℓ−1 from the low level controller, i.e. the
coordinator Sℓ0. The measured plant outputsW

ℓ−1 are the feedback from the plant Sℓ to the low
level controller Sℓ0. The low level controller S

ℓ
0 is directly connected by its inputX

ℓ
0 = {Gl,W l−1}

and output Y ℓ0 = {Gl−1,W 1} with the plant model and with the high level controller Sℓ+10 where
{Gl−1,W l−1} and {Gl,W l} are low level and high level signals, respectively. Similarly, the high
level controller Sℓ+10 has its inputs Xℓ+10 = {Gl+1,W l} and outputs Y ℓ+10 = {Gl,W 1+1} as well.
Ccontrol signals of the controllers are presented in form of coordinator strategies described

by the output functions λ̂ℓ0 of the coordinator canonical models (ϕ̂, λ̂)
ℓ
0 (Miatliuk, 2003) built on

its inputs, outputs and states as follows

λ̂ℓ0t : Cℓ0 ×
̂̃
X
ℓ

0 →
̂̃
Y
ℓ

0 (3.3)

For instance, the control signal from the low-level ℓ/(ℓ−1) controller Sℓ0 to the plant is presented
in form of the coordinator Sℓ0 output function λ̂

ℓ/(ℓ−1)
0t

λ̂
ℓ/(ℓ−1)
0 =

{
λ̂
ℓ/(ℓ−1)
0t : ̂̃

C
ℓ

0 × W̃ ℓ−1 →
̂̃
G
ℓ−1}

(3.4)

where ̂̃C
ℓ

0 is the controller (coordinator) states space.
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Fig. 4. Hierarchical AMB control architecture

The change of controller states is described by the state transition function ϕ̂
ℓ
0 of the coor-

dinator canonic model (Miatliuk, 2003)

ϕ̂
ℓ
0 = {ϕ̂ℓ0tt′ : Cℓ0 ×Xℓ0tt′ → Cℓ0} (3.5)

For the current (or flux) controlled AMB, the high level controller provides the vector of
4 control currents which after biasing the vector of 8 reference currents (reference forces) are
presented by the signals Gℓ (Fig. 4). The reference forces are provided to the low level control
loops. The referenced voltages Gℓ−1 are input to the drives and actuators of the AMB system.
The rotor displacements in the bearing planes (W ℓ−1) are estimated based on the measured
rotor displacements in the sensor planes (W ℓ−1). They are provided to the low level controller.
The desired rotor position is the reference signal of the high level (rotor position) controller and
the desired electromagnetic force is the reference signal of the low level (current/flux) controller,
respectively.
In order to simplify the design of the control system, the one-degree-of-freedom (1 DOF)

AMB dynamic control model (Fig. 4) is considered as the hierarchical system. Its control model
is considered as a cascade of two simple systems consisting of high level (electrical) and low level
(mechanical) mechatronic subsystems with their coordinators. In this case, the AMB controller
structure is coupled to the position and flux feedback, which refers to global and local control
loops, respectively. The given conceptual model of the AMB system is concretized at its detailed
design stage.

4. Exemplary detailed design of an AMB system

4.1. Simplified AMB model

At the detailed design stage which follows the conceptual one in the AMB system life circle
(Ullman, 1992) the simplified 1 DOF (one degree of freedom) AMB model is used. The AMB
consists of two opposite and identical magnetic actuators (electromagnets), which are generating
the attractive forces F1 and F2, on the rotor (Schweitzer and Maslen, 2009). To control the
position x of the rotor of mass m to the equilibrium state x = 0, the voltage inputs of the
electromagnets V1 and V2 are used to design the control law, see Fig. 5.



Realization of coordination technology of hierarchical systems... 719

Fig. 5. A simplified one-dimensional AMB (Schweitzer and Maslen, 2009)

The simplified mechatronic model of the AMB is nonlinear and coupled with mechanical and
electrical dynamics. Referring to Fig. 5, neglecting gravity, the dynamic equation is given by
Schweitzer and Maslen (2009)

m
d2x

dt2
=
Φ|Φ|
µ0A
= F (Φ) (4.1)

where Φ is the total magnetic flux through each active coil, A is the cross area of each electroma-
gnet pole and µ0 is the permeability of vacuum (4π · 10−7Vs/Am). Equation (4.1) corresponds
to the dynamic representation (ρ, ϕ) given at the AMB conceptual design stage.
The system nonlinearity in Eq. (4.1) is given by the function η(Φ) = Φ|Φ|, and it is non-

decreasing. The total flux generated by the i-th electromagnet is Φi = Φ0 + φi. In the case of
zero-bias operation, the bias flux Φ0 equals zero and the total flux is equal to the control flux φi.
Then, we define the generalized flux which is given by

φ := φ1 − φ2 =
1
N

(∫
(V1 −Ri1) dt−

∫
(V2 −Ri2) dt

)
i = 1, 2 (4.2)

where N is the number of turns of the coil of each electromagnet, V is applied control voltage,
and i is current in the electromagnet with resistance R.

4.2. Low level controller

The fast inner controller (low level coordinator Sℓ0) generates the required fluxes in the AMB
structure due to nonlinear characteristics of the controlled flux φ versus the generated for-
ce F . Since the magnetic flux sensors may complicate significantly the electrical and mechanical
structure of the AMB system, a low level flux observer can be applied. The low level observer
estimates the flux φ based on current measurements in the electrical part of the AMB system.
The low level control loop consists of the electrical dynamics of the AMB system. The governing
equations for this dynamics are given by Schweitzer and Maslen (2009)

d

dt
φ1 =

1
N
(V1 −Ri1)

d

dt
φ2 =

1
N
(V2 −Ri2) (4.3)

After neglecting the resistance in Eq. (4.3), the electrical dynamics is simplified

φ̇i =
Vi
N

i = 1, 2 (4.4)
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The low level controller works in the inner flux loop. The reference force signal fr for the low
level flux controller is provided by the high level position controller. Thus, the transform function
for the low level control feedback rule in the s-domain

Gl(s) =
fc(s)
fr(s)

:=
φc(s)
φr(s)

(4.5)

The control force fc depends on the control flux φc which fulfils the condition of switching
scheme:
— when φc  0

φc = φ1 φ2 = 0

— when φc < 0

φc = −φ2 φ1 = 0

The low level control law uφ = −fφ(φr−φc), where fφ is a nonlinear control function which also
ensures the bounds of φi, i.e. limt→∞ φi(t) = min{φ1(0), φ2(0)}.
Equations (4.3)-(4.5) correspond to the dynamic representation (ϕ̂, λ̂)ℓ0 of the low level co-

ordinator Sℓ0 given at the AMB conceptual design stage.

4.3. High level controller

Now, with respect to the outer controller (high level coordinator Sℓ+10 ), since the AMB
model from the force f to the position x is linear, no linearization is needed and, therefore, the
position control law can be linear. Moreover, the high level controller is not coupled with the
low level control loop. The high level control loop provides the reference force fr and consists
the mechanical dynamics of the AMB system. The high level position feedback control rule in
s-domain is based on the measured rotor displacement xmat at the magnetic bearing plane and
the referenced displacement xr

Gh(s) =
xm(s)
xr(s)

(4.6)

where the displacement xm is estimated (by the linear high level position observer) based on the
measured mass displacement x.
In order to provide the equilibrium state of dynamics Eq. (4.1) the time derivatives in Eq.

(4.1) go to zero

d2x

dt2
=

Φ|Φ|
µ0mA

→ 0 (4.7)

If the static gain of the control loop of Gh is defined as the state feedback controller ( static
gain matrix K), then

lim
s→0

Gh = K when
d2x

dt2
→ 0 (4.8)

Therefore, Eqs. (4.1)-(4.8) present detailed design models of the AMB system and its con-
trollers. Equation (4.1) corresponds to the dynamic model (ρ, ϕ) of the AMB given at the AMB
conceptual design stage, and Eqs. (4.3)-(4.5) and Eqs. (4.6)-(4.8) correspond to the dynamic
models of the low-level and high-level controllers, respectively.
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5. Conclusions

The realization of the coordination technology for AMB mechatronic systems (design and con-
trol) in the formal basis of hierarchical systems is briefly given in the paper. In comparison
with traditional methods of mathematics and artificial intelligence, the proposed formal model
contains connected descriptions of the designed object structure, its aggregated dynamic repre-
sentation as a unit in its environment, the environment model and the control system. All the
descriptions are connected by the coordinator which performs the design and control tasks on
its strata. Besides, the proposed aed technology coheres with traditional systems of information
presentation in mechatronics: numeric, graphic and natural language forms (Novikava and Mia-
tliuk, 2007). The technology is also coordinated with general requirements of the design and
control systems (Novikava et al., 1990, 1995) as it considers mechatronic subsystems of different
nature (mechanical, electromechanical, electronic, computer) in common theoretical basis.
The presentation of the AMB system in the formal basis of HS allows creation of the AMB

conceptual model necessary for its transition to concrete mathematical models used at the
detailed design stage of the AMB. At the detailed design stage, the low level and high level control
loops of the AMB control structure are introduced. Each sub-system consists of the controller and
observer structures which provide reference signals to each other. In this approach, the high level
control loop is not dependent on the low level one. Thus, the magnetic force field nonlinearities
in the low level sub-subsystem are not dependent on the high level position control loop. In the
proposed approach, the electromagnetic nonlinearities are shifted from the high level control
loop into the low level control loop. At the detailed design stage, the AMB (control) subsystems
are described by traditional DE. At the conceptual design stage, the subsystems are presented
in form of (ρ, ϕ) which are generalizations of DE and algebra systems. So, the transition from
the conceptual to the detailed design stage in frames of the proposed technology is convenient
and requires concretisation of the abstract dynamic system only.
The given technology brings new informational means for the conceptual and detailed design

of mechatronic systems and AMB systems in particular. The described aed technology has been
also applied to the design and control of other engineering objects (Miatliuk and Siemieniako,
2005; Miatliuk et al., 2006; Miatliuk and Diaz-Cabrera, 2013), in biomechanics (Miatliuk et al.,
2009a,b) and mechatronics (Miatliuk et al., 2010a; Miatliuk and Kim, 2013).
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The present work deals with the exploration of a new model proposed for the reliability
analysis of industrial production systems. This proposed model is mainly based on the tan-
gent hyperbolic function, where the survival function is determined and used in the lifetime
distribution modeling taking into account of estimation the parameters of the proposed func-
tion. On the other side, tests validation is performed using the real data of a gas turbine
installation. The obtained results allow the modeling of damage effects, hence the prediction
of the performance of the examined gas turbine using the proposed model gives good results
in terms of validity.

Keywords: reliability estimation, reliability algorithms, lifetime distribution, Weibull distri-
bution, availability

1. Introduction

Actually, the complexity of industrial plants and their equipment behavior led practically to
very complex maintenance strategies that are containing a number of different tasks. Moreover,
the random nature of degradation and failure that may occur makes the determination of the
required strategy to fulfill the best decisions regarding their maintenance a very difficult practical
task (Costa et al., 2014; Lai, 1994; Guemana et al., 2011; Rao et al., 2005; Hasumi et al., 2009).
The main aim of the proposed model is to analyze and measure industrial system reliability
parameters to achieve the best time determination for making decision on the maintenance
actions. Whereas, in the present work, this study is based on a model of a gas turbine which is
considered as the main important equipment of the compressor stations, gas pumps, oil pumps
and petrol production. The reliability model proposed in this paper is based essentially on the
elementary function of tangent hyperbolic which is proved in this paper to be theoretically
and practically similar to the well know Weibull distribution which was introduced by the
Swedish mathematician in 1951 (Weibull, 1951). The Weibull distribution is considered the
first distribution used in reliability analysis due to its very big capacity to adapt a very large
number of data sets. However, many lifetime distributions that have a bathtub-shaped hazard
rate function have been introduced after Weibull distribution, in which the main aim was to
improve the systems reliability. A survey presenting the state-of-the-art on the class of such
distributions was presented by Moeini et al. (2013), Scott (1979), Lai et al. (1998, 2001, 2003).
This work proposes an exploration of a new model which will contribute to the enhancement

of the industrial systems reliability. It is obvious that the hyperbolic tangent function has a
curve similar to the cumulative function of the probability distribution. Hence, a new model
based on a tangent hyperbolic function defined on ℜ+ can be proposed. It is very clear that
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its form is similar to the form of Weibull’s model. In this model, the survival function will be
studied based on it.
For validation of the proposed model, a practical application has been made with real data.

These data have been collected from a gas turbine operating in a natural gas transportation
system which is used in the south of Algeria. The reliability approach developed in this paper
allows the modeling of the effects of damage to predict the performance of the examined gas
turbine operation and give good results in terms of validity compared with the Weibull approach.

2. Reliability model based on the tangent hyperbolic function

The availability of the industrial equipment control allows the industries to act positively on the
conformity of production, the exploitation costs and the production successful competitiveness.
Indeed, the life managing of the equipment that is being used in oil and gas facilities is based on
taking into account the aspects of aging, the economic and regulatory factors in order to optimize
the operation, maintenance and lifespan of the system structures and components. The main
goal is to maintain the level of safety and reliability as well as to maximize the investment return
on the overall lifespan. The reliability of industrial systems is always essential and attracts much
attention among scientific researches. It is especially important for components whose failure can
cause major problems in terms of maintainability, availability and security (Halimi et al., 2014;
Hafaifa et al., 2013a,b; Sturges, 1926; Ruji, 1990; Trofimov et al., 1978). As it is aforementioned,
a new model based on the tangent hyperbolic function is proposed to be used for the analysis and
the study of the survival function in the reliability modeling. The tangent hyperbolic function
considered in this paper is defined as a function on ℜ+ (Fig. 1). It is expressed as follows

F (x) =

{
0 for x ∈ ℜ+
tanh(x) for x  0 (2.1)

Fig. 1. Tangent hyperbolic function

To assess the impact of the aging effects on the equipment by annual frequency and to
identify the sensitive equipment and the requested strategies for service priority to manage the
risks that are associated with the age of the facilities, a cumulative distribution function is used.
In this case it is the limit of F (x) equal to 1 when x tends to +infinity and is equal to 0 when
x tends to 0. The proposed function is a non-decreasing and a right-continuous function, so the
proposed tangent hyperbolic function is fulfils these requirements and it presents a good choice
as a candidate cumulative distribution function (Costa et al., 2014; Guaily and Epstein, 2013)

lim
x→0

F (x) = 0 lim
x→+∞

F (x) = 1 (2.2)
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The distribution lifespan in the proposed tangent hyperbolic distribution form is deduced from
the Weibull distribution. The survival function is represented as follows

R(t) = 1− tanh(λt)β (2.3)

where β is the shape parameter and λ is the scale parameter. The cumulative distribution
function is expressed as follows

F (t) = 1−R(t) = tanh(λt)β (2.4)

Based on the derivative of the last function, the probability density function is obtained as
follows:.

f(t) =
dF (t)
dt
=
(λt)β−1λβ
cosh2(λt)β

(2.5)

The hazard function is determined in the flowing equations

Pr(t < T ¬ t+∆t
∣∣∣T > t) =

f(t)
R(t)

∆t = h(t)∆t (2.6)

where

h(t) =
f(t)
R(t)

=
(λt)β−1 λβ

cosh2(λt)β

1− tanh(λt)β

Using a variable converting the reliability R(t) replaced by the hyperbolic function, h(t) can be
rewritten using exponential form as follows

h(t) =
2λβ(λt)β−1

1 + e−2(λt)β
(2.7)

2.1. Hazard and density functions

The hazard function in the proposed tangent hyperbolic model is expressed by equation
(2.7) and is shown in Fig. 2. It is obvious that the curve of this function depends only on the
parameter β. Therefore, the curve of this function can be discussed based on the value of β:
• In the case when β = 1, the hazard function tends quickly to 2λ

lim
t→∞

h(t) = 2λ (2.8)

• In the case when β = 2, the hazard function becomes

h(t) =
4tλ2

1 + e−2(λt)2
→ 4tλ2 (2.9)

The hazard function h(t) is a straight line with slope equal to 4λ2.

• In the case when 0 < β < 1, the hazard function becomes

h(t)→ 2λβ(λt)β−1 (2.10)

The hazard function curve follows tp form with −1 < p < 0.

• In the case when β > 2, the hazard function curve follows tp with p > 1 (convex form).
• In the case when 1 < β < 2, the hazard function curve follows tp with 0 > p > 1 (concave
form).

It can be concluded that the curves of the hazard function have their Weibull equivalents cu-
rves. On the other side, the density function of the proposed tangent hyperbolic model presented
in equation (2.5) is presented in Fig. 3 for different values of β.
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Fig. 2. Hazard function determined using the tangent hyperbolic algorithm

Fig. 3. Density function found using the hyperbolic model

3. Application results

The data used in this paper are taken from the data history of a gas turbine (PGT10) used for
natural gas transportation and installed in a gas plant located in the south of Algeria. Those
data are presented in Table 1.

Table 1. Examined gas turbine data

N 1 2 3 4 5 6 7 8 9 10
TBF∗ 240 264 384 552 624 648 696 720 720 768
N 11 12 13 14 15 16 17 18 19 20
TBF 768 792 960 1272 1344 1464 1632 1680 1776 1944
N 21 22 23 24 25 26 27 28 29 30
TBF 1968 1992 2064 2136 2208 2376 2448 2448 2472 2664
N 31 32 33 34 35 36 37 38 39 40
TBF 2832 2880 3000 3600 3672 3720 4272 4656 5592 5856
∗ TBF is the Time Between Failures given in hours

3.1. Esytimation of the model parameters

Using equation (2.4), the inverse of the tangent hyperbolic function can be obtained as follows

tanh−1 y = (λt)β (3.1)
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The tangent hyperbolic can be eliminated from this equation based on the following well known
expression

tanh−1 y =
1
2
log
1 + y
1− y (3.2)

Furthermore, if the log is used to the two members of equation (3.1), the obtained expression is
as follows

log
(1
2
log
1 + y
1− y

)
= β log λ+ β log t (3.3)

which can be transformed into a linear expression

Y = A+BX (3.4)

where

Y = log
(1
2
log
1 + y
1− y

)
X = log t A = β log λ B = β

To estimate A and B, any graphical or analytical methods can be used, a possible approach is
the simple regression analysis using (3.2). The estimation of the parameters based on the least-
-squares fit is shown in Fig. 4. The parameters of the examined gas turbine using the proposed
approach are presented in Table 2. The obtained estimated parameters are λ = 0.00034 and
β = 1.24568.

Table 2. The obtained parameters for the examined gas turbine

Estimate Std. Error t value Pr(> |t|)
β 1.24569 0.03435 36.27 < 2E-16

β log λ −7.98420 0.02801 −285.07 < 2E-16

Fig. 4. The distribution function of the examined gas turbine determined using the hyperbolic algorithm

The plots of Y versus X which are related to the cumulative distribution function and time
for the examined gas turbine determined using the proposed tangent hyperbolic algorithm are
shown in Fig. 4, where the plotted data are scattered close to the fitted straight line. It can be
said that this model is acceptable (Murthy et al., 2004; Yang and Scott, 2013).

3.1.1. Cumulative distribution function

The cumulative distribution function of the examined gas turbine found using the tangent
hyperbolic model is shown in Fig. 5. The plotted data are scattered close to the fitted cu-
rve. Following the cumulative distribution function expressed in equation (2.4), the parameters
λ = 0.00034 and β = 1.24568.
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Fig. 5. The cumulative failure rate of the examined gas turbine using the hyperbolic model

3.1.2. Density and hazard functions

The density function and the hazard function of the examined gas turbine determined by
using the tangent hyperbolic function model are shown respectively in Figs. 6 and 7. These
functions are obtained by using equation (2.5) and taking into account the estimated parameter
values λ = 0.00034 and β = 1.24568.

Fig. 6. The distribution function of the model of the examined gas turbine using the hyperbolic model

Fig. 7. The hazard function of the examined gas turbine using the hyperbolic model

3.1.3. Mean time between failures

The Mean Time Between Failures (MTBF) is the predicted elapsed time between inherent
failures of the system during exploitation (Yang and Scott, 2013) which is expressed as follows

MTBF =
+∞∫

0

tf(t) dt =
+∞∫

0

t
(λt)β−1λβ
cosh2(λt)β

dt (3.5)
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It is worth noting that there is an alternative way for computing the expected value (Murthy et
al., 2004)

MTBF =
+∞∫

0

S(t) dt =
+∞∫

0

1− tanh(λt)β dt (3.6)

Table 3

Model Weibull Hyperbolic function
MTBF 2088.623 h 2075.40 h

4. Conclusion

The goal achieved in this paper is concerned with industrial reliability, which requires the spe-
cialists to be more competitive and more responsive to variable market conditions. It is obvious
that to achieve better management of the facilities performance, it is necessary to improve the
reliability. It has been shown that with the application of the proposed method based on the
tangent hyperbolic function good results can be obtained. The main objective is to analyze and
to measure the reliability parameters of the examined system in order to determine the best time
to take maintenance action based on reliability analysis. The developed in this paper reliability
approach allows the modeling of the damage effects to predict the performance of the examined
gas turbine operation and to lead to good results in terms of validity compared with the Weibull
approach. This model can be improved to have a bathtub-shaped hazard form.
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The paper is concerned with free vibrations of geometrically non-linear elastic Timoshen-
ko beams with immovable supports. The equations of motion are derived by applying the
Hamilton principle. The approximate solutions are based on the negligence of longitudinal
inertia forces but inclusion of longitudinal deformations. The Ritz method is used to de-
termine non-linear modes and the associated non-linear natural frequencies depending on
the vibration amplitude. The beam is discretized into linear elements with independent di-
splacement fields. Consideration of the beams divided into the regular mesh enables one to
express the equilibrium conditions for an arbitrary large number of elements in form of one
difference equation. Owing to this, it is possible to obtain an analytical solution of the dyna-
mic problem although it has been formulated by the finite element method. Some numerical
results are given to show the effects of vibration amplitude, shear deformation, thickness
ratio, rotary inertia, mass distribution and boundary conditions on the non-linear natural
frequencies of discrete Timoshenko beams.

Keywords: Timoshenko beams, non-linear vibrations, eigenvalue problem, finite elements

1. Introduction

The linear free vibration of Timoshenko beams was studied by Levinson and Cooke (1982). Bha-
shyam and Prathap (1981) applied the Finite Element Method and elements with linear shape
functions to determine natural frequencies of Timoshenko beams. The authors eliminated the
shear locking by a selective reduced integrations procedure. The studies of beams with immova-
ble supports weere carried out by Woinowsky-Krieger (1950), Hsu (1960), Evensen (1968) and
Lewandowski (1987). The authors used a continuum approach as well as the finite element ap-
proach proposed by Levinson and Cooke (1982), Sarma and Varadan (1983) and Kitipornchai et
al. (2009). The exact solutions given in form of elliptic functions were presented by Woinowsky-
-Krieger (1950) and Hsu (1960). Evensen (1968) analysed beams with various boundary condi-
tions using the perturbation method. Lewandowski (1987) applied the Ritz method to obtain
the frequency-amplitude relationship for elastically supported beams. The solutions presented by
Bhashyam and Prathap (1980) as well as Sarma and Varadan (1983) are based on the assump-
tion that the equation of motion is satisfied only at the instant of the maximum deformation.
Dumir and Bhaskar (1988) compared the results of analysis of non-linear vibrations of beams
and plates obtained by various methods. They also brought out the source of errors which appear
in some finite elements formulations, e.g. presented by Mei and Decha-Umphai (1985). Marur
and Prathap (2005) solved the non-linear vibration problem of Timoshenko beams by applying
variational formulations, and similar isssues for thick asymetric beams were inastigated in a
wide range by Singh and Rao (1998). The problem of non-linear vibration of Timoshenko be-
ams taking into account cracking was invastigated by Kitipornchai et al. (2009). The non-linear
formulation of the Timoshenko beam based on the modified couple stress theory was applied by
Asghari et al. (2010) to static and free vibration analysis of beams.
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Effectiveness of the Finite Element Method depends e.g. on the type of finite elements taken
in the analysis. Many of them induce undesirable parasitic effects as shear locking. A critical
analysis of a class of finite elements was carried out by Rakowski (1990, 1991a, 1991b). In the
present work the linear finite element developed by Rakowski (1990) is used in the analysis of
non-linear vibration of the Timoshenko beam. Such an improved linear element does not lock and
gives a better convergence to the exact results than the reduced-integrated one, and the division
of considered beams into the regular mesh of identical elements enables one to formulate the
equilibrium conditions in form of one difference equation. The advantage of this FEM formulation
idea is that the solution of the considered dynamic problem can be obtained in an analytical
closed form and that it facilitates analyses regardless of the number of finite elements. The
solving procedure is analogous to that used for continuous systems, but in this case the nodal
displacements are spatial functions of the discrete variable (the index number of a node). This
methodology was adopted to solve the problem of vibrations of infinite Bernoulli-Euler beams
by Rakowski and Wielentejczyk (1996, 2002). In the present approach, the equations of motion
for a continuous beam are derived from the variational formulation by applying Hamilton’s
principle. The approximate time function is assumed to be harmonic and the solution of the
problem is based on the idea presented by Rosenberg (1966) and Szemplińska-Stupnicka (1983)
where non-linear normal modes and natural frequencies of vibrations are unknown and amplitude
dependent. The effects of shear deformation, thickness ratio and rotary inertia on the non-linear
natural frequencies are analysed. The element stiffness matrix and the consistent mass matrix
are derived using the simple linear elements with independent displacement fields. The shear
locking in exactly integrated elements is eliminated by introducing a scalling factor into the
stiffness matrix (Rakowski, 1990). Beams with different boundary conditions are considered.
The comparison of results obtained for the evaluated elements and the reduced-integrated ones
is given.

2. Theoretical considerations

The equation for the strain energy for a beam of length l, including shear deformation, axial
force, longitudal and the large transverse displacement effect, is

U =
l∫

0

EA

2

(
u,x −

1
2
w2,x

)2
dx+

l∫

0

EJ

2
θ2,x dx+

l∫

0

κGA

2
(w,x − θ)2 dx

+
l∫

0

H
(
u,x −

1
2
w2,x

)2
dx

(2.1)

where u, w are the longitudinal and transverse displacements of the centroidal axis, θ is the
rotation of the beam section, E, G are the elastic and shear moduli, J , A are the moment of
inertia and the cross-section area, respectively, H is the initial axis force and κ is the shear
coefficient. The kinetic energy including horizontal and rotary inertias can be expressed as

T =
l∫

0

m

2
u2,t dx+

l∫

0

m

2
w2,t dx+

l∫

0

mρ2

2
θ2,t dx (2.2)

where m is mass per unit length and ρ is the radius of gyration of the cross section.
Equations (2.1) and (2.2) give, on applying Hamilton’s principle, the following equations of

motion



Non-linear vibration of Timoshenko beams by FEM 733

EA
[
u,x +

1
2
(w,x)2

]

,x
−mu,tt = 0

{
Hw,x + EA

[
u,x +

1
2
(w,x)2

]
w,x
}

,x
+ κGA[w,x − θ],x −m,tt = 0

EJθ,xx + κGA(w,x − θ)−mρ2θ,tt = 0

(2.3)

Neglecting the horizontal inertia forces in the second equation of (2.3), yields

C = EA
[
u,x +

1
2
(w,x)2

]

,x
= const (2.4)

Integrating expression (2.4) in the range from 0 to l for an immovable beam, we have

C =
l∫

0

EA

2a
w2,x dx (2.5)

Substituting (2.4) into equation (2.3) and eliminating the unknown function θ, yields

(H + C
κGA

+ 1
)∂4w
∂x4
− H + C

EJ

∂2w

∂x2
−
[ m

κGA
+
mρ2

EJ

(H + C
κGA

+ 1
)] ∂4w

∂x2∂t2

+
m

EJ

∂2w

∂t2
+

m2ρ2

κEJGA

∂4w

∂t4
= 0

(2.6)

Let us assume the approximate solution to equation (2.6) to be harmonic function of time
(Woinowsky-Krieger, 1950)

w(x, t) = αW (x) cosωt (2.7)

whereW (x) is a function of the spatial variable (not given a priori), α is the vibration amplitude
of an arbitrary point x0 of the beam axis for whichW (x0) = 1. The non-linear normal modeW (x)
and the free frequency vibrations ω depend on the boundary conditions and on the vibration
amplitude α. The above solution does not satisfy non-linear equation (2.6) at every time. We
minimize the error by equating the weighed residual of equation (2.6) to zero for one time period
with the weighting function cosωt (Dumir and Bhaskar, 1988; Szemplińska-Stupnicka, 1983). As
a result, the equilibrium equation in the dimensionless form is obtained

d4W

dξ4
+
1
F

[
Ω2

F + f
λ2
− (s + c)λ2

]d2W
dξ2
+
Ω2

F

(
f
Ω2

λ4
− 1

)
W = 0 (2.8)

where

W =W (ξ) ξ =
x

L
f =
2(1 + ν)

κ

s =
H

EA
λ =

L

ρ
Ω =

mω2L4

EJ

c =
3
8
δ2

λ2

1∫
0

dW

dξ
dξ δ =

α

ρ
F =

s+ c
f
+ 1

and ν is Poisson’s ratio. The solution tf equation (2.8) is

W (x) = C1 sinhµ1ξ + C2 cosh µ1ξ + C3 sinµ2ξ +C4 cosµ2ξ (2.9)

where Ci are arbitrary constants and

µ21 =

√
b2

4
− Ω

F

(fΩ2
λ4
− 1

)
+
b

2
µ22 =

√
b2

4
− Ω

F

(fΩ2
λ4
− 1

)
− b

2

b =
1
F

[Ω2

λ2
(F + f)− (s+ c)λ2

]
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From the third equation of (2.3) one finds that the dimensionless rotation function depending
on the spatial variable is of the form

φ(ξ) = (C1 sinhµ1ξ + C2 coshµ1ξ)
β1
µ1
− (C3 cosµ2ξ + C4 sinµ2ξ)

β2
µ2

(2.10)

where β1 = fΩ2/λ2 + Fµ21 and β2 = fΩ
2/λ2 − Fµ22.

The boundary conditions for beams with immovable supports are:
— for the hinged end

W = 0 M = EJ
dφ

dξ
= 0

— for the clamped end

W = 0 φ = 0

The frequency equations derived for several combinations of the boundary conditions are:
— for the hinged-hinged beam

sinhµ1 sinµ2 = 0 (2.11)

— for the clamped-clamped beam

2 +
β22µ

2
1 − β21µ22

β1β2µ1µ2
sinhµ1 sinµ2 − 2 cosh µ1 cosµ2 = 0 (2.12)

— for the clamped-hinged beam

β2µ1 tanhµ1 + β1µ2 tanhµ2 = 0 (2.13)

Since the non-linear frequency parameter Ω2 and the non-linear vibration mode W depend
on the vibration amplitude α, the eigenvalue problem of non-linear equation (2.8) is solved
iteratively (Lewandowski, 1987). For hinged-hinged beams, the non-linear mode is identical to
the linear one and independent of the amplitude. Hence the frequency parameter Ω2 can be
expressed in an analytical form as the root of the quadratic equation

f
Ω4

λ4
−Ω2

[
(F + k)

k2π2

λ2
+ 1

]
+ k2π2[Fk2π2 + λ(s + c)] = 0 (2.14)

where c = (3/16)(k2π2δ2/λ2), k is the number of the vibration mode. Ommiting the rotary
inertia effect, yields

Ω2 = k2π2
Fk2π2 + λ2(s+ c)

1 + f k
2π2

λ2

(2.15)

By assuming in (2.14) or (2.15) f = 0, one obtains non-linear frequencies for the Bernoulli-
-Euler beam in which the axial force effect is taken into account. Table 1 presents the rotary
inertia effect Iρ on the non-linear frequency ratio ω/ω1 for the fundamental vibration mode of
simply-supported beams (α is the amplitude in the middle of the beam, Ω1 is the frequency
parameter determined for linear vibration). The calculations have been carried out for ν = 0.3,
κ = 5/6 and H = 0, respectively.
The backbone curves for various slenderness ratios for two modes of vibration of a simply-

-supported Timoshenko beam are shown in Fig. 1.
For the first mode (k = 1), α is the amplitude in the middle of the beam (ξ = 1/2), for k = 2,

ξ = 1/4 (L is the beam length). One can see that the frequency ratio for the simply-supported
Timoshenko beam depends on the kind of mode.
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Table 1. Non-linear frequency ratio ω/ω1 for simply-supported continuous beams

Bernoulli-Euler beam Timoshenko beam
α/ρ λ = 30 λ = 10 λ = 20 λ = 30

Iρ 6= 0 Iρ = 0 Iρ 6= 0 Iρ = 0 Iρ 6= 0 Iρ = 0 Iρ 6= 0 Iρ = 0

1.0 1.0897 1.0897 1.1158 1.1159 1.0963 1.0963 1.0927 1.0927
2.0 1.3229 1.3229 1.4068 1.4075 1.3445 1.3445 1.3325 1.3325
3.0 1.6394 1.6394 1.7889 1.7908 1.6785 1.6785 1.6559 1.6559
4.0 2.0000 2.0000 2.2146 2.2190 2.0568 2.0569 2.0255 2.0255
Ω1 9.8159 9.8696 8.3874 8.6299 9.4106 9.5103 9.6556 9.7050

Fig. 1. The backbone curves for various slenderness ratios for two modes of vibration of a
simply-supported Timoshenko beam

3. Finite Element Method formulation

Let us assume the element shape functions to be linear and independent

u(x, t) = u1(t) + [u2(t)− u1(t)]
x

a

w(x, t) = w1(t) + [w2(t)− w1(t)]
x

a

θ(x, t) = θ1(t) + [θ2(t)− θ1(t)]
x

a

(3.1)

The beam element convention is presented in Fig. 2.
Substituting (3.1) into (2.1), we obtain the element stiffness matrix in which the non-linear

part corresponding to the nodal quantities {u1 u2 w1 θ1 w2 θ2}T can be written in the
following form
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Fig. 2. Timoshenko beam convention

K∗N =
EA

a




1 −1 (w2 − w1)/(2a) 0 −(w2 − w1)/(2a) 0
−1 1 −(w2 − w1)/(2a) 0 (w2 − w1)/a 0

(w2 − w1)/a −(w2 − w1)/a (w2 − w1)2/(2a2) 0 −(w2 − w1)2/(2a2) 0
0 0 0 0 0 0

−(w2 − w1)/a (w2 − w1)/a −(w2 − w1)2/(2a2) 0 (w2 −w1)2/(2a2) 0
0 0 0 0 0 0




Neglecting the horizontal forces in the calculations yields for each element the following rela-
tionship

C =
EA

a

[
u1 − u2 +

w1(w2 − w1)
2a

− w2(w2 − w1)
2a

]
= const (3.2)

Assuming that the considered Timoshenko beam with immovable supports is divided into
elements with equally spaced nodes and summing up both sides of equation (3.2) in the range
from 0 to R (R is the number of beam elements), we have

C =
EA

2Ra

R−1∑

r=0

(wr+1 − wr)2 (3.3)

In order to avoid the shear locking which occurs in linear elements and leads to erroneous results,
we improve the elements by introducing a scaling factor d/(d + 1) into the flexural and shear
matrices (Rakowski, 1990). Replacing E and G by Ed/(d+1) and Gd/(d+1), respectively, and
eliminating the unknowns ui, the element stiffness matrix can be expressed as follows

K =
EJ

a3
1

d+ 1
[dKF +KS + (d+ 1)(KG +KN )] (3.4)

where d = [24(1 + ν)ρ2]/(κa4), KF , KS, KG and KN are the flexural, shear, geometrical and
non-linear matrices, respectively. They refer to the nodal quantities {w1 aθ1 w2 aθ2}T and
have the form

KF =




0 0 0 0
0 1 0 −1
0 0 0 0
0 −1 0 1


 KS =




12 6 −12 6
6 4 −6 2
−12 −6 12 −6
6 2 −6 4




KG =
a2

EJ




H 0 −H 0
0 0 0 0
−H 0 H 0
0 0 0 0


 KN =

a2

EJ




C 0 −C 0
0 0 0 0
−C 0 C 0
0 0 0 0




(3.5)
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We assume the nodal displacements to be harmonic

wr = αWr cosωt θr =
α

a
φr cosωt (3.6)

where α is the amplitude of an arbitrarly chosen node i, Wr and φr are dimensionless functions
of the discrete variable r (r is the index number of the node), r ∈ 〈0, R〉. By using the shape
functions given in (3.1), the consistent matrix is obtained as

MC =
am

6




2 0 1 0
0 2ρ2/a2 0 ρ2/a2

1 0 2 0
0 ρ2/a2 0 2ρ2/a2


 (3.7)

If the beam, divided into a regular mesh, consists of identical elements, the dynamic equili-
brium conditions can be derived according to the following way. We substitute (3.5) into (3.4)
and take into account element mass matrix (3.7). Having assembled the two adjacent beam
elements (r − 1, r) and (r, r + 1), we can write the equilibrium of moments and forces for an
arbitrary node r as

6(Wr−1 −Wr) + 2(φr−1 + 2φr) + 6(Wr −Wr+1) + 2(2φr + φr+1)− d(φr−1 + φr)
+ d(φr − φr+1)− 4Λ2(d+ 1)e2(φr−1 + 4φr + φr+1) = 0

− [12 + 6(d+ 1)](Wr−1 −Wr) + [12 + 6(d+ 1)D](Wr −Wr+1)− 6(φr−1 − φr)
+ 6(φr − φr+1)− 4Λ2(d+ 1)(Wr−1 + 4Wr +Wr+1) = 0

(3.8)

Introducing the shifting operator Enr and central difference operator ∆
n
r into equations (3.8),

we obtain two difference equations with unknown nodal variables φr and Wr

[
(∆2 + 6)− d

2
∆2
]
φr − 3(E− E−1)Wr − 2Λ2(d+ 1)e2(∆2 + 6)φr = 0

(E− E−1)φr − 2[2 + D(d + 1)]∆2Wr −
2
3
Λ2(d + 1)(∆2 + 6)Wr = 0

(3.9)

where

∆2 = ∆2r = E+ E
−1 − 2 En = Enr Λ =

Ω2

24R4

Ω2 =
mω2L4

EJ
D =

a2(H + C)
6EJ

e =
R

λ

L is length of the beam (L = aR), λ is the slenderness ratio (λ = L/ρ.
Equating to zero the weighed residual of equation (3.9) for one time period (0 − 2π) with

the weighting function cosωt (Marur and Prathap, 2005)

2π∫

0

εi(r, t) cos ωt d(ωt) = 0 i = 1, 2 (3.10)

(ε1, ε2 are the left-hand sides of the first and second equation of (3.9) multiplied by cosωt) one
obtains the equilibrium conditions given in the form of equations (3.9) where now

D =
a2

6EJ

(
H +
3
4
C
)

C =
EARδ2

2λ2

R−1∑

r=0

(Wr+1 −Wr)2 (3.11)
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After elimination of φr from coupled equation (3.9), we can rewrite them in form of a single
fourth-order homogenous difference equation

B1∆4Wr +B2∆2Wr +B3Wr = 0 (3.12)

where

B1 = 1−D
(
1− d

2

)
+
Λ2

3
(d− 2 + 12e2) + 2Λ2De2(d+ 1) + 4

3
Λ4e2(d+ 1)

B2 = −6D + 2Λ2(d− 4 + 12e2) + 12Λ2De2(d+ 1) + 16Λ4e(d+ 1)
B3 = −24Λ2 + 48Λ4e2(d+ 1)

The analytical solution to equation (3.12) is

Wr = C1 sinhµ1r + C2 coshµ1r + C3 sinhµ2r + C4 cosh µ2r (3.13)

where µ1, µ2 can be real, imaginary or complex, and they must fulfill the characteristic quadratic
equation

B1 cosh2 µ+
(
−2B1 +

B2
2

)
cosh µ+B1 −B2 +

B4
4
= 0 (3.14)

The function φr can be derived from the second equation of (3.9) in the form

φr = D2 sinhµ1r +D1 coshµ1r +D4 sinhµ2r +D3 coshµ2r (3.15)

where

D1 = β1C1 D2 = β1C2 D3 = β2C3 D4 = β2C4

β1 =
2

sinhµ1

{
(cosh µ1 − 1)

[
1 +

D

2
(d+ 1)

]
+
Λ2

3
(cosh µ1 + 2)(d + 1)

}

β2 =
2

sinhµ2

{
(cosh µ2 − 1)

[
1 +

D

2
(d+ 1)

]
+
Λ2

3
(cosh µ2 + 2)(d + 1)

}

If a lumped mass model of the Timoshenko beam is considered, the element mass matrix has
the following form

M1 =
am

2




1 0 1 0
0 ρ2/+ a2 0 ρ2/a2

1 0 1 0
0 ρ2/a2 0 ρ2/a2a2


 (3.16)

The difference equilibrium equations corresponding to element mass matrix M1 (3.16) are

[
(∆2 + 6)− d

2
∆2
]
φr − 3(E− E−1)Wr − 12Λ2e2(d + 1)φr = 0

(E− E−1)φr − 2[2 +D(d+ 1)]∆2Wr − 4∆2(d+ 1)Wr = 0
(3.17)

or expressed in form of an equation with one unknown Wr

B1∆4Wr +B2∆2Wr +B3Wr = 0

where

B1 = 1−D
(
1− d

2

)
B2 = −6D + 2Λ2[d− 2 + 12e2 + 6De2(d+ 1)]

B3 = −24Λ2 + 48Λ4e2(d+ 1)
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The solution to this equation and the expression of the characteristic equation are identical
to those given in (3.13) and (3.14), respectively. But in this case, the quantities βi present in
the relationship between Di and Ci (see (3.15)), derived from (3.17), are defined as

β1 =
2

sinhµi

{
coshµi − 1)

[
1 +

D

2
(d+ 1)

]
+ Λ2(d+ 1)

}
i = 1, 2

Since the non-linear frequency parameter Λ and the non-linear vibration modes Wr and φr
depend on the amplitude α, the eigenvalue problem of non-linear equation (3.12) is solved ite-
ratively. The iteration starts by assuming the magnitude of the constant D (it is convenient in
the first step of iteration to use the value calculated for the linear case). From the frequency
equations adequate to the considered boundary conditions, one finds µ1 and µ2. Then the vi-
bration mode Wr is determined and the resulting parameter D is compared with the given D.
The iterative computation is continued until the difference |D − D| is less than the adopted
tolerance. The boundary conditions are considered below.

3.1. Simply-supported beam

For a simply supported beam with the boundary nodes 0 and R, the boundary conditions
W0 = WR = 0, M0 =MR = 0 lead to the following mode of vibrations which is independent of
the vibration amplitude

Wr = C1 sin(kπr) (3.18)

and k being the number of mode. The frequency parameter Λ can be determined as the root of
the quadratic equation

akΛ
2 + bkΛ+ ck = 0 (3.19)

where

ak = 4e
2(d+ 1)

{1
3

[
cos
(kπ
R

)
− 1

]2
+ 2

[
cos
(kπ
R

)
− 1

]
+ 3

}

bk =
[
cos
(kπ
R

)
− 1

]2[
−2
3
+
d

3
+ 4e2 + 2e2(d+ 1)D

]

+
[
cos
(kπ
R

)
− 1

]
[−4 + d+ 12e2 + 6e2(d+ 1)D]− 6

ck =
[
cos
(kπ
R

)
− 1

]{[
cos
(kπ
R

)
− 1

][
1−D

(
1− d

2

)]
− 3D

}

When the lumped mass model is considered, the above coefficients must be replaced by

ak = 4e2(d+ 1)

bk =
[
cos
(kπ
R

)
− 1

]2
[−2 + d+ 12e2 + 6e2(d+ 1)D]− 6

ck =
[
cos
(kπ
R

)
− 1

]{[
cos
(kπ
R

)
− 1

][
1−D

(
1− d

2

)]
− 3D

}

3.2. Clamped-clamped beam

The boundary conditions W0 =WR = 0, φ0 = φR = 0 request the following equations to be
fulfilled

C1[β2 sinh(µ1R)− β1 sinh(µ2R)] + C2β2[cosh(µ1R)− cosh(µ2R)] = 0
C1β1[cosh(µ1R)− cosh(µ2R)] + C2[β1 sinh(µ1R)− β2 sinh(µ2R)] = 0

(3.20)
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Equating to zero the determinant of the set of equations (3.20) yields the characteristic
equation

2β1β2[cosh(µ1R) cosh(µ2R)− 1]− (β21 + β22) sinh(µ1R) sinh(µ1R) = 0 (3.21)

The modes of vibrations are

Wr = C1
{
sinh(µ1r)−

β1
β2
sinh(µ2r)− β[cosh(µ1r)− cosh(µ2r)]

}
(3.22)

where

β =
β1[cosh(µ1R)− cosh(µ2R)]
β1 sinh(µ1R)− β2 sinh(µ2R)

3.3. Hinged-clamped beam

In this case, the boundary conditions are given by W0 = WR = 0, M0 = 0, φR = 0, which
refer to the homogenous equations

C1 sinh(µ1R) + C3 sinh(µ2R) = 0

C1β1 cosh(µ1R) + C3β2 cosh(µ2R) = 0
(3.23)

and give the characteristic equation

β2 tanh(µ1R)− β1 tanh(µ2R) = 0 (3.24)

The modes of vibrations can be expressed as

Wr = C1
[
sinh(µ1r)−

sinh(µ1R)
sinh(µ2R)

sinh(µ2r)
]

(3.25)

Let us now analyse the reduced-integrated linear elements. When the one-point quadrature
is applied to the shear term of strain energy (2.1), the element stiffness matrix becomes

K =
EJ

a3
1
d
[(d − 1)KF +KS + d(KG +KN )] (3.26)

where KF , KS , KG and KN are defined as in (3.4). The difference between the above matrix
and that given in (3.4) is that in (3.26) the expression (d− 1) is used instead of d.

4. Numerical examples

The non-linear frequency ratios are determined for beams with various boundary conditions and
for a wide spectrum of the thickness ratio. The consistent and lumped mass model of beams
are considered. The results of computation are compared with the results obtained for linear
elements to which the reduced-selective integration technique has been applied. The calculations
have been carried out with the values ν = 0.3, κ = 5/6 and H = 0. The following indications
are accepted:
• CONT – the beam with continuous mass distribution,
• MOD – the beam divided into modified finite elements proposed by Rakowski (1990),
• RI – the beam divided into linear elements with reduced integration correction.

Numerical results are obtained for the lumped mass model. Values in the parentheses refer to
the consistent mass model.
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Table 2. Comparison of the frequency ratio (ω/ω1) for continuous and discrete (R = 8) simply-
-supported Timoshenko beams

α/ρ
λ = 20 λ = 100

CONT MOD RI CONT MOD RI

First mode (k = 1)
Ω1 9.411 9.528 9.584 9.850 9.977 10.042

(9.406) (9.461) (9.849) (9.914)
1.0 1.0963 1.0941 1.0930 1.0900 1.0878 1.0867
2.0 1.3445 1.3371 1.3336 1.3237 1.3165 1.3129
3.0 1.6785 1.6652 1.6587 1.6409 1.6278 1.6212
4.0 2.0568 2.0375 2.0281 2.0023 1.9832 1.9736

Second mode (k = 2)
Ω1 33.550 35.115 35.772 39.162 41.201 42.338

(33.357) (33.981) (39.138) (40.218)
1.0 1.1158 1.1062 1.1021 1.0908 1.0823 1.0781
2.0 1.4048 1.3763 1.3629 1.3264 1.2983 1.2841
3.0 1.7889 1.7346 1.7108 1.6457 1.5945 1.5685
4.0 2.2146 2.1363 2.1021 2.0092 1.9345 1.8962

Table 3. Frequency ratio (ω/ω1) of the first mode for the clamped-clamped beam (R = 8)

α/ρ
λ = 20 λ = 40 λ = 100

MOD RI MOD RI MOD RI

1.0 1.0251 1.0242 1.0211 1.0204 1.0202 1.0195
(1.0251) (1.0242) (1.0212) (1.0294) (1.0202) (1.0195)

2.0 1.0963 1.0929 1.0817 1.0789 1.0781 1.0756
(1.0965) (1.0931) (1.0819) (1.0790) (1.0783) (1.0757)

3.0 1.2045 1.1975 1.1746 1.1689 1.1675 1.1625
(1.2049) (1.1979) (1.1750) (1.1693) (1.1678) (1.1628)

4.0 1.3400 1.3286 1.2918 1.2830 1.2807 1.2734
(1.3407) (1.3294) (1.2925) (1.2836) (1.2814) (1.2739)

5.0 1.4952 1.4789 1.4265 1.4144 1.4114 1.4021
(1.4962) (1.4800) (1.4276) (1.4154) (1.4123) (1.4028)

Ω1 19.082 19.539 21.609 22.281 22.529 23.295
(18.801) (19.247) (21.282) (21.937) (22.185) (22.932)

CONT
Ω1 18.837 21.296 22.189

5. Concluding remarks

The analytical solution to the non-linear free vibration problem formulated by the finite element
method for the Timoshenko beam is presented. The simple modified linear element is used in the
solution. This improved element gives a better convergence to the solution for the continuous
system than the reduced-integrated one. The good accuracy is achieved for a wide range of the
thickness ratio for the consistent and lumped mass models of the beam. The concept of the
finite difference method is introduced. The main advantage of the presented idea is that even
for a large number of elements it suffices to consider the non-linear eigenvalue problem of only
one difference equation which is equivalent to a set of FEM equilibrium conditions.
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Table 4. Frequency ratio (ω/ω1) of the second mode for the clamped-clamped beam (R = 8)

α/ρ
λ = 20 λ = 40 λ = 100

MOD RI MOD RI MOD RI

1.0 1.0649 1.0604 1.0452 1.0413 1.0402 1.0367
(1.0652) (1.0608) (1.0457) (1.0418) (1.407) (1.10371)

2.0 1.2372 1.2216 1.1680 1.1540 1.1502 1.1379
(1.2383) (1.2228) (1.1697) (1.1557) (1.1519) (1.1393)

3.0 1.4780 1.4480 1.3431 1.3154 1.3079 1.2845
(1.4796) (1.4499) (1.3462) (1.3188) (1.3114) (1.2875)

4.0 1.7591 1.7134 1.5506 1.5068 1.4950 1.4590
(1.7611) (1.7158) (1.5552) (1.5120) (1.5004) (1.4641)

5.0 2.0640 2.0024 1.7790 1.7169 1.7003 1.6499
(2.0662) (2.0050) (1.7846) (1.7236) (1.7074) (1.6572)

Ω1 46.229 48.146 58.332 62.197 63.945 69.172
(43.863) (45.585) (55.152) (58.717) (60.409) (65.225)

CONT
Ω1 44.330 55.423 60.519

Table 5. Frequency ratio (ω/ω1) of the third mode for the clamped-clamped beam (R = 8)

α/ρ
λ = 20 λ = 40 λ = 100

MOD RI MOD RI MOD RI

1.0 1.1095 1.0989 1.0586 1.0473 1.0442 1.0335
(1.1117) (1.1009) (1.0603) (1.0489) (1.0457) (1.0347)

2.0 1.3768 1.3433 1.2124 1.1737 1.1630 1.1254
(1.3799) (1.3461) (1.2126) (1.1777) (1.1671) (1.1290)

3.0 1.7252 1.6652 1.4268 1.3532 1.3329 1.2599
(1.7262) (1.6657) (1.4310) (1.3581) (1.3384) (1.2652)

4.0 2.1172 2.0290 1.6793 1.5673 1.5367 1.4234
(2.1133) (2.0241) (1.6825) (1.5717) (1.5425) (1.4300)

5.0 2.5518 2.4235 1.9562 1.8047 1.7774 1.6234
(2.5283) (2.4042) (1.9579) (1.8082) (1.7694) (1.6152)

Ω1 81.697 85.847 112.487 124.642 130.900 151.802
(72.825) (76.475) (99.927) (110.404) (116.090) (133.961)

CONT
Ω1 75.077 101.659 117.002
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It is shown in this paper that the proposed concept by Krużelecki and Życzkowski (1990)
of the equivalent rod can be applied in calculations of natural lateral vibrations of springs
and that the obtained results will be nearer FEM results than the standard model based on
the Timoshenko equivalent beam. The model, created on this base, allows one to calculate
natural frequencies of the clamped-clamped spring. It is also shown that models based on the
equivalent beam concept, which are easier to apply than the models treating the spring as the
spatially curved rod, have only a slightly smaller accuracy. It is also indicated that in the most
common practice making of manufacturing end coils of springs, the natural frequencies differ
significantly from the frequencies calculated by means of all tested methods. The performed
simulations show that differences between the first and the second as well as the third and
the fourth natural frequency of the spring are small and, therefore, the axially symmetrical
equivalent beam model can be used without a large error. The diagram allowing one to
determine whether the desired frequencies are lower or higher than the cut-off frequency is
developed for the presented model.

Keywords: helical spring vibrations, axially loaded spring,coil spring, Timoshenko equivalent
beam

1. Introduction

Lateral vibrations of helical springs constitute essential hazards for their operation safety, since
they can cause high stress amplitudes and contribute to the loss of stability. On account of
that, looking for ways of limiting natural vibrations of helical springs and the development of
calculation methods allowing one to determine these limitations efficiency is essential. Equally
essential is the accurate determination of natural frequencies.
Problems related to determination the above value can be considered when the spring is

treated as a spatially curved rod or using the concept of the equivalent beam. Analyses of spring
vibrations treated as the spatially curved rod were presented, among others, by Love (1899),
Wittrick (1966), Mottershead (1980), Pearson and Wittrick (1986) Jiang et al. (1991), Yıldırım
(1999) Becker et al. (2002), Lee and Thompson (2001), Lee (2007), Stander and Du Preez (1992),
Nagaya et al. (1986), Taktak et al. (2008), Yu and Yang (2010). The analyses enabled a relatively
accurate description of the effect, but due to problem complexity it was very difficult to apply
and – depending on assumptions – to obtain analytical results in a closed form. For practical
reasons much more suitable is the equivalent rod or beam model (Haringx, 1949; Della Pietra
and Della Valle, 1982; Kobelev, 2014; Michalczyk, 2014). However, the beam model does not
take into account several factors related to dynamic effects in springs. It assumes, among others,
that the equivalent beam modelling the spring in the case of lateral vibrations is prismatic
and has axially symmetrical parameters characterising stiffness and mass distribution. It can be
expected that this assumption in the case of clamped-clamped springs (with fixed ends) – the
most often met case in practice – can be the reason of significant errors, since the spring lateral
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stiffness is not the same in all directions and its distribution round the axis depends on the
partial coil number. The problem of lateral vibrations of helical springs treated as the equivalent
beam was considered in the paper by Kobelev (2014). However, only the simplest case, such as
the simply-supported beam, was solved in that study.
A new concept of an equivalent rod, which could be applied to analysis of the helical spring

static stability was proposed by Krużelecki and Życzkowski (1990). That idea, in contrast to the
model of Timoshenko and Gere (1961), took into account the influence of the lead angle of the
helix line on its flexural, shearing and compression rigidities. In addition, that concept allowed
the analysis of spring buckling in two planes.
The aim of the hereby paper is the analysis of the possibility of application of the Krużelecki

and Życzkowski (1990) concept to the determination of lateral vibrations of axially loaded helical
springs. The results obtained on the basis of such formulated model will be compared with the
classical model of the Timoshenko equivalent beam, with the numerical simulation results and
with the results achieved by other authors. The presented model additionally takes into account
the non-rotational way of mounting of the end coils.

2. Analysis

For an element of the equivalent beam modelling the axially helical spring loaded by a force P ,
as shown in Fig. 1, the following equations of motion can be written (Haringx, 1949)

∂N

∂ψ
+Q = 0 me

∂2y

∂t2
= N

∂ψ

∂x
− ∂Q

∂x
mer

2
g

∂2ψ

∂t2
= Nϕ+Q+

∂M

∂x
(2.1)

The angle ψ originates only from bending, while the angle ϕ originates only from the equ-
ivalent beam shearing

ψ + ϕ = −∂y
∂x

∂ψ

∂x
=
M

α
ϕ =

Q

β
(2.2)

Fig. 1. Model of the equivalent rod for analysis of lateral vibrations of the helical spring

The coefficients α and β are up-to-date flexural and shearing rigidities of the equivalent
beam, respectively. The spring mass for its length unit is marked by me, while the radius of
gyration of the equivalent beam cross-section is marked by rg. Limiting the vibration analysis
to small deflections only, it can be assumed that N ≈ P . Making use of (2.2) in (2.1) on this
assumption, after transformations, we obtain

β
(
1 +

P

β

)
ϕ = mer2g

∂2ψ

∂t2
− α∂

2ψ

∂x2
−me

∂2ϕ

∂t2
+ β

∂2ϕ

∂x2
= me

∂2ψ

∂t2
+ P

∂2ψ

∂x2
(2.3)
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Eliminating ϕ from equations (2.3) and transforming, we obtain the wave equation of lateral
vibrations of the spring under the axial static load (Haringx, 1949)

∂4ψ

∂x4
−
(me
β
+
mer

2
g

α

) ∂4ψ

∂x2∂t2
+
m2er

2
g

αβ

∂4ψ

∂t4
+
P

α

(
1 +

P

β

)∂2ψ
∂x2
+
me
α

(
1 +

P

β

)∂2ψ
∂t2
= 0 (2.4)

Since we are considering the model with undamped vibrations, separating variables in equation
(2.4), the function ψ(x, t) can be written as the product of the amplitude Ψ(x) and the time
function T (t) = sinωt. Analogous expressions can be also written for the functions ϕ and y

ψ(x, t) = Ψ(x) sinωt ϕ(x, t) = Φ(x) sinωt y(x, t) = Y (x) sinωt (2.5)

Substituting proper derivatives (2.5)1 into equation (2.4) and performing transformations, we
obtain the equation for amplitudes in the form

Ψ IV +
[(me

β
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2
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α
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ω2 +

P

α

(
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P

β
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Ψ II −

[me
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(
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αβ
ω4
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Ψ = 0 (2.6)

Denoting for simplification

b =
(me
β
+
mer

2
g

α

)
ω2 +

P
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(
1 +

P

β

)
c =

me
α

(
1 +

P

β
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ω2 − m2er

2
g

αβ
ω4 (2.7)

The characteristic equation for (2.6), after substituting Ψ(x) = Cerx, takes the form

r4 + br2 − c = 0 (2.8)

Substituting q = r2, we obtain a quadratic equation q2 + bq − c = 0, whose roots are

q1 =
1
2

(
−b+

√
b2 + 4c

)
q2 =

1
2

(
−b−

√
b2 + 4c

)
(2.9)

The expression, which occurs in square roots in (2.9) can be transformed, using (2.7), into

b2 + 4c =
m2e
α2β2
(α− r2gβ)2ω4 + 2

me
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P

β
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β
+
Pr2g
α
+ 2
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P 2
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P

β
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(2.10)

This expression, similarly as b, is higher than null for an arbitrary frequency ω, which means
∧

ω0
q2 < 0

Thus, the solution form of equation (2.6) depends on sign of the root q1. The cut-off frequency
value ωb at which the solution form of equation (2.8) changes, is calculated by equating the
right-hand side of equation (2.9)1 to null

ωb =

√
β

mer2g

(
1 +

P

β

)
(2.11)

Thus
∧

ω<ωb

Ψ(x) = C1 cosh(k1x) + C2 sinh(k1x) + C3 cos(k2x) + C4 sin(k2x) (2.12)

where
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√
1
2
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−b+

√
b2 + 4c

)
k2 =

√
1
2

(
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b2 + 4c

)
(2.13)
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and
∧

ω>ωb

Ψ(x) = C5 cos(k3x) + C6 sin(k3x) + C7 cos(k4x) + C8 sin(k4x) (2.14)

where

k3 =

√
1
2

(
b−

√
b2 + 4c

)
k4 = k2 (2.15)

The way of determining the cut-off frequency ωb for short, not loaded beams, was studied by
Stephen and Puchegger (2006) and Majkut (2009). From the investigations of the author (which
are presented in the further part of this paper) it results that even for relatively short springs, the
first natural frequencies of lateral vibrations are lower than the cut-off frequency ωb. Therefore,
in further considerations, expression (2.12) is used.
The spring deflection angle resulting only from shearing, on the basis of (2.3)1, equals

ϕ =
1

β
(
1 + Pβ

)
(
mer

2
g

∂2ψ

∂t2
− α∂

2ψ

∂x2

)
(2.16)

Making use of (2.2)3, (2.5)2,3 and (2.16) in equation (2.1)2, after transformations, we obtain the
equation of amplitudes in the form

Y = −



P
(
1 + Pβ

)
+meω2r2g

meω2
(
1 + Pβ

) Ψ I +
α

meω2
(
1 + Pβ

)Ψ III


 (2.17)

Using derivatives (2.12) in equation (2.17) and transforming, we finally obtain the equation of
displacements in the form

Y (x) = (−Ak1 −Bk31)C1 sinh(k1x) + (−Ak1 −Bk31)C2 cosh(k1x)
+ (Ak2 −Bk32)C3 sin(k2x) + (−Ak2 +Bk32)C4 cos(k2x)

(2.18)

where, for notation simplification, the following marks are introduced

A =
P
(
1 + Pβ

)
+meω2r2g

meω2
(
1 + Pβ

) B =
α

meω2
(
1 + Pβ

) (2.19)

The boundary conditions, being the clamped-clamped spring, correspond properly with the real
operation conditions of a majority of springs applied in industry and, therefore, such a model
will be considered. These conditions are

1) y(0, t) = 0 2) y(L, t) = 0 3) ψ(0, t) = 0 4) ψ(L, t) = 0 (2.20)

where L is the real height of the spring.
From conditions 1, 3 and 4, we obtain the following relationships

C2 =
− cosh(k1L) + cos(k2L)

sinh(k1L) +
Ak1+Bk31
−Ak2+Bk32

sin(k2L)
C1 C3 = −C1

C4 =
Ak1 +Bk31
−Ak2 +Bk32

C2

(2.21)
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On the basis of the second boundary condition (2.20), we obtain the frequency equation

0 = (−Ak1 −Bk31)C1 sinh(k1L) + (−Ak1 −Bk31)C2 cosh(k1L)
+ (Ak2 −Bk32)C3 sin(k2L) + (−Ak2 +Bk32)C4 cos(k2L)

(2.22)

The models proposed by Krużelecki and Życzkowski (1990) have been used for the determination
of the equivalent stiffness of the beam modelling the spring. The equivalent flexural rigidity and
shear stiffness are expressed by

α =
2EJ sin δ
2 + ν cos2 δ

β =
EJ sin δ

R2(1 + ν sin2 δ)
2πn

φ0+2πn0∫
φ0

sin2 φ dφ

(2.23)

where EJ is the product of Young’s modulus and area moment of inertia of the wire section,
ν is Poisson’s ratio. The values δ and R are the lead angle of the helix and half of the diameter
of the nominal spring for an arbitrary force P , respectively. The angle φ, occurring in (2.23)2,
is the angle marked by the lead radius between the transverse force vector and an arbitrary
cross-section of the spring wire. Since the transverse force direction may not coincide with the
direction determined by the spring axis and the beginning of the helix line, the angle coordinate
of the spring beginning φ0 can generally differ from zero.
As compared to the widely applied in the references equivalent stiffness, see e.g. Timoshenko

and Gere (1961), Guido et al. (1978), in which the lead angle of the helix δ is assumed as constant
and equal to zero, expressions (2.23) allow one to take into account a non-zero value of the angle δ
dependent on the axial force P . The relationships given by Krużelecki and Życzkowski (1990)
take also into account the nominal spring radius R change as well as the change of the active coils
number n, under the influence of the force P . The authors assumed that the way of supporting
the spring ends enables their free rotation. In such a case, during compression of the spring
the number of its coils usually decreases (Michalczyk, 2009). Since the wire length is constant,
it results in an additional increase in its nominal radius R. Its value as well as the value of
the up-to-date helix line pitch angle δ can be determined by rearrangement of the relationships
between the torsion and curvature of the helix wire and the force P given by Haringx (1948)

PR2(1 + ν) cos δ
EJ

= sin δ cos δ− R

R0
sin δ0 cos δ0

PR2 sin δ
EJ

= cos2 δ− R

R0
cos2 δ0 (2.24)

In order to realise the condition of free rotation of the spring ends, one of them has to be
supported on a thrust bearing. Only in such a case equations (2.24) can be used for calculating
R and δ.
However, most often, springs are supported in a way making free rotations of the end coils

impossible and, therefore, this case will be considered further. The number of active coils n of the
spring loaded by the force P is equal – due to the clamped-clamped condition – to the number of
active coils n0 of the not loaded spring. On this assumption and making use of the geometrical
relations, it is possible to determine the helix line pitch angle δ and the spring nominal radius R
under load

δ = arcsin

((
1− P

γ0

)
sin δ0

)
R = R0

cos δ
cos δ0

(2.25)

The equivalent shear stiffness γ0 occurring in equation (2.25)1 can be expressed by the equation
(Krużelecki and Życzkowski, 1990)

γ0 =
EJ sin δ0

R20(1 + ν cos2 δ0)
(2.26)
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Knowing the nominal radius R of the axially loaded clamped-clamped spring, it is possible to
calculate its equivalent radius of gyration rg. In the case of modelling the radius of gyration of
cylindrical helical springs, the equivalent rod constitutes the thin-walled cylinder of the average
radius equal to the nominal spring radius R and of the mass equal to the spring mass. On this
assumption, making use of (2.25)2, the equivalent radius of gyration rg can be written in the
form

rg =

√
2
2
R0
cos δ
cos δ0

(2.27)

Introducing (2.25)1, (2.26), (2.27) into (2.11), (2.22), (2.23), we can calculate cut-off frequ-
encies and natural frequencies of lateral vibrations.

3. Simulations, results and discussion

3.1. Analysis of natural frequencies of lateral vibrations of not axially loaded springs

Comparisons of the results obtained on the basis of numerical FEM simulations of models
(given in references) in which the spring is considered as a spatially curved rod of the classic
model of the Timoshenko equivalent beam (applied up-to-date in all investigations concerning
lateral vibrations of the spring modelled as the equivalent rod) with the proposed in this paper
model using the concept of the equivalent beam given by Krużelecki and Życzkowski (1990) is
presented below. As the first example, the spring of the same parameters as those used in work
by Lee and Thompson (2001) is analysed. These parameters are as follows: total spring length
L = 332mm, spring nominal radius R0 = 65mm, wire radius r = 6mm, density ρ = 7800 kg/m3,
number of active coils n = 6, Young’s modulus E = 209000MPa, Poisson’s ratio ν = 0.28. The
first four forms of lateral vibrations of the clamped-clamped spring not loaded by a longitudinal
force obtained by the FEM in the ANSYS software are presented in Fig. 2.

Fig. 2. Forms and frequencies of lateral natural vibrations of the clamped-clamped spring

As can be seen in Fig. 2, the frequency f2 is only insignificantly higher than f1. In the case
of frequencies f4 and f3, the difference is even smaller.
The comparison of natural frequencies of the spring not loaded by a longitudinal force ob-

tained by means of FEM, the dynamic stiffness method (Lee and Thompson, 2001), transfer
matrix method (Pearson, 1982), standard model of the Timoshenko equivalent beam (STB) and
the model presented in this paper (MTB) is presented in Table 1. In the methods presented by
Lee and Thompson (2001) and Pearson (1982), the spring is treated as a spatially curved rod.
The solution, in both methods, is obtained by means of a numerical method.
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It should be noticed, that in methods using the concept of the equivalent rod modelled as
acylinder, all frequencies of lateral vibrations are doubled due to the axial symmetry.

Table 1

f1 f2 f3 f4

FEM model (Fig. 2) 45.181 47.007 89.051 91.581
Dynamic stiffness method 45.135 46.951 88.976 91.586
Transfer matrix method 45.13 46.95 88.97 91.59
Equivalent Timoshenko beam (STB) 45.975 45.975 94.088 94.088
Model presented in the work (MTB) 45.764 45.764 93.62 93.62

Comparing the results given in Table 1 it is seen that the application of the modified Ti-
moshenko beam model (MTB) with taking into account non-rotational ends support and using
stiffness given in the paper by Krużelecki and Życzkowski (1990) provides, in the case of the
analysed not axially loaded spring, results very similar to those ones obtained on the basis of
the standard Timoshenko beam model (STB). The largest difference between the frequencies
obtained from the FEM simulation and the frequencies obtained from the two last models did
not exceed 6%.
The most often occurring case in the engineering practice is the spring of end coils bent and

ground off, since only this way of support (except cases of using special spring holders or spring
guided on a pin or in a cylindrical sleeve) ensures its stable operation. It can be expected that
the way of making the end coils has an influence on the natural frequencies. In order to illustrate
this problem, FEM analyses have been performed for a spring of the same parameters as before
but with different shapes of neutral coils. The model of such spring and its first four lateral
vibration modes are presented in Fig. 3.

Fig. 3. Forms and frequencies of lateral natural vibrations of the clamped-clamped spring with typical
industrial end coils

Comparing data contained in Table 1 and 2, it can be noticed that in the case of the spring
with end coils bent and ground off, a better similarity of the FEM results for the models proposed
by Lee and Thompson (2001) and Pearson (1982) is not obtained (at least for the first two
frequencies) than the results obtained on the basis of the models based on the equivalent beam
concept.

Table 2

f1 f2 f3 f4

FEM model with bent coils (Fig. 3) 43.298 43.798 85.846 87.291
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3.2. Analysis of natural frequencies of lateral vibrations of axially loaded springs

Helical springs applied in the industry most often operate under a certain preliminary axial
load, usually caused by the supported machine, weight or preliminary tension, e.g. in overload
clutches, valves or in variable-speed transmission systems. Thus, the influence of the axial force
(approximately statical) on natural frequency vibrations of helical springs is essential. Diagrams
of the first four natural frequencies of lateral vibrations obtained (as before) from FEM analyses
and from the solution presented in this study are presented in Fig. 4. The FEM simulations
were carried out in two stages: in the first one, the statistical analysis was performed at the
determined spring load, while in the second, the modal analysis was performed for such a loaded
model. Analyses and calculations were performed for the following spring relative deflections: 0;
0.125; 0.25; 0.375; 0.5. Simulations were carried out in the ANSYS packet, Mechanical APDL
module.
As can be seen in Fig. 4, along with an increase in the axial force P and thus an increase in

the spring relative deflection, the model presented in this study improves convergence with the
FEM in relation to the standard model of the equivalent beam.

Fig. 4. Comparison of the first four natural frequencies of lateral vibrations obtained from FEM
simulations with the first two double frequencies calculated on the basis of the standard model of the

equivalent beam (STB) and the model presented in this study (MTB)

3.3. Cut-off frequencies of lateral vibrations of helical springs according to the presented
model

As has been mentioned above, equations (2.12), (2.18) and (2.22) are applicable only in
the case when the cut-off frequency ωb determined by equation (2.11) is larger than the looked
for natural frequencies. Thus, from the point of view of analysis of spring lateral vibrations, it
is important to find out whether the looked for vibrations form is above or below the cut-off
frequency ωb. This problem was analysed by Guido et al. (1978), where the authors indicated
that for slenderness L0/D0 = 1 (or less) natural frequencies always correspond to solution
(2.13). However, they did not provide neither slenderness values nor relative deflections at which
the successive natural frequencies can be calculated from (2.12). On the basis of the studies
performed at various material and geometrical parameters, it can be stated that the spring
slenderness and its deflection decide whether the given natural frequency is higher or lower than
the cut-off frequency.
The diagram allowing one to determine whether equation (2.12) or (2.14) should be used in

calculations of natural frequencies of lateral vibrations is presented in Fig. 5. The up-to-date
spring length L1 related to the length of a not loaded spring L0 is marked in the vertical axis,
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while the not loaded spring slenderness L0/2R0 in the horizontal axis. If, e.g. we are interested in
natural frequencies of lateral vibrations of the clamped-clamped spring of a slenderness being 2.5
and compressed to 0.6 of its initial height (point A in Fig. 5), then the first two double frequencies
ω1,2 and ω3,4 can be calculated using the solution in form (2.12) and (2.22), while in order to
find the parameters of higher frequencies, the solution in form (2.14) should be used.

Fig. 5. Curves separating the zones in which the cut-off frequency ωb is higher than the successive
frequencies of lateral natural vibrations

4. Conclusions

The modified model of the equivalent beam, presented in this study, allows one to determine
form (2.18) and frequencies (2.22) of lateral natural vibrations of the axially loaded spring. The
results obtained on the basis of the presented model, using the concept given by Krużelecki
and Życzkowski (1990) are slightly closer to the results of the FEM analysis than the standard
model based on the Timoshenko equivalent beam. The developed model allows calculation of
natural frequencies of the axially loaded spring and supported in a way making free rotations of
its end coils impossible. It is also shown that the models based on the equivalent beam concept,
easier in applications than models treating the spring as a spatially curved rod, have only
insignificantly smaller accuracy. The largest difference between the frequencies obtained from
the FEM simulation for the spring without bent end coils (Fig. 2) and the frequencies obtained
from the presented model is a little bit above 5%. Comparing the frequencies obtained from the
FEM simulation for the spring without bent end coils (Fig. 2) with the frequencies obtained from
the FEM simulation for the spring of typical industrial end coils (Fig. 3) can be noticed that the
differences are even larger – the maximum difference for the second frequency exceeded 6%. Thus,
the way of making the end coils significantly influences the natural frequencies. In the most often
met in practice case of spring end coils being bent and ground off, the natural frequencies differ
significantly from the frequencies calculated by all tested methods. The performed simulations
indicated also that the differences between the first and the second as well as the third and the
fourth natural frequency are small for springs and, therefore, the axially symmetric equivalent
beam model can be applied for calculating (without large error) these frequencies. The diagram
(Fig. 5) allowing one to determine which form of the solution to equation (2.6) should be applied
in calculating frequencies and forms of natural vibrations of the spring of the given slenderness
and static deflection has also been developed for the presented model.
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Strength and durability of thin-walled structures are usually calculated with the use of com-
puter simulations. To perform such simulations using Finite Element Method, characteristics
of a material subjected to monotonic tension or compression and tension-compression cyclic
loading are necessary. Experimental determination of such kind of characteristics is usually
performed on specimens cut out from a metal or composite thin sheet. Problems associated
with testing on flat specimens under large deformation are discussed in this paper. A new
design of fixture proposed by the authors for this kind of testing is shortly described. The
results of investigations carried out on brass using the new fixture for flat specimens testing
are also presented.

Keywords: fixture, large deformations, tension-compression tests, thin metal sheet

1. Introduction

Problems associated with material testing on flat specimens under compression within a large
deformation range procure many difficulties. It seems that buckling is regarded as the most
significant. Many propositions of experimental setups enabling compression testing of flat speci-
mens were given by researchers (see References). In 1978, Dietrich and Turski (1978) elaborated
solution of the side-supporting fixture. The main advantage of this design was the ability to
support the entire specimen gage length during a test. This was due to the fact that the side-
supporting block was able to change its length together with gradual shortening of the specimen
during compression. A detailed description of the fixture was given in the monograph published
by Szczepiński (1990).
The fixture is shown in Fig. 1a. The main principle of operation is explained in Fig. 1b where

two expanded views of parts of the fixture are shown. The maximum and minimum height of
the compression fixture is given in Fig. 1a. The side-support of the specimen has been realized
by two sets of thin plates perpendicular to the specimen surface supporting its both sides. Each
set, consisting the same type of the plate is positioned by two pins: the first is inserted into the
pin-hole at one end of the plate and the second is inserted into U-shape cut on the opposite side
of the plate. The neighboring plates are rotated with respect to each other by an angle equal to
180 deg, see Fig. 1b. The upper and lower yoke support both pins. The screws connecting two
parts of the yoke allow the adjustment of the fixture to fit the specimen thickness.
In this paper, a modified version of the fixture developed in the 70’s (Dietrich and Tur-

ski, 1978) is applied to execute experimental investigations of thin metal sheets under tension-
compression cyclic loading. It enables application of cyclic tension-compression to the flat spe-
cimen in a wide strain range due to coupling of the side-supporting blocks with the standard
grips of the testing machine. The main principle of the fixture assembly is explained in Fig. 2,
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Fig. 1. (a) A special fixture for compressive tests. (b) Expanded views of supporting plates and the
fixture with mounted specimen and four clamping bolts

Fig. 2. Technical drawing of the fixture and numbered component parts: front and side view

where engineering drawing of the fixture is presented. The main part of the fixture placed in the
middle (1) is exactly the same design of the side-supporting block as that developed in 1978.
The gripped part of the specimen is held by wedges (2) comprising the standard grip assem-
bly of the testing machine and operated thanks to hydraulic pressure supplying that machine.
The complete assembly of the sliding block is fixed to the testing machine using screws (5, 6),
connectors (3) and base (4). More details of this device can be found in (Dietrich et al., 2014).
The design from the 70’s could have been used only for monotonic compression since sup-

porting blocks once shortened remained in this position. Another important advantage of the
modified design is the ability of monitoring the friction force between the specimen and suppor-
ting blocks, which allows avoiding the error during stress determination. The measurement of
the friction force is realized by strain gages (7) cemented to connector (3).

2. Experimental details

2.1. Specimen and material

All tension-compression tests have been carried out on thin sheet specimens with nominal
thickness equal to 1mm using the fixture that is briefly presented in the previous Section.
Dimensions of the specimen are shown in Fig. 3.
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Fig. 3. The specimen manufactured from a 1mm thickness sheet of brass

The material tested has been M63 brass used in deep-drawing processes. The chemical com-
position of the alloy is presented in Table 1 according to Polish Standards.

Table 1. Chemical composition of M63 brass (CW508L notation according to EN)

Cu Ni Fe Pb Zn

62-64 max 0.30 max 0.10 max 0.10 rest

2.2. Preliminary tensile tests

Before tension-compression cycles, the standard tensile test has been carried out in order to
determine mechanical properties of the brass tested. It has been performed without application
of the anti-buckling fixture. Instead of it, typical grips and mechanical extensometer have been
used. The determined mechanical parameters are shown in Table 2. The results of tensile test
are also used to validate the experimental data from tension-compression cycles.

Table 2. Mechanical parameters of M63 brass

Young’s modulus Yield point Tensile strength Total elongation

110GPa 550MPa 680MPa 14%

2.3. Experimental program

The cyclic loading has been carried out under displacement control with the rate 0.05mm/s.
The conditions on the engineering strain have been set to limit the strain range during cycling.
In the first type of tests (tension-compression), 10 cycles within a strain range ±0.040 (strain

varied between 0.02 and −0.02) have been executed starting in the tensile direction. The last
cycle ended with force equal to zero.
In the second type of tests, a similar program has been realized in the compressive range

of strain changing from −0.002 to −0.020. As in the former case, 10 cycles have been executed
ending with the zero force.
All tests have been carried out using an extensometer with the range of ±0.2. The load cell

has been calibrated in the range of ±25 kN. The special set-up for friction force measurement
has been applied. It consisted of two coupling bars with strain gauges calibrated in the range of
±2 kN.

3. The results of cyclic tests

The results of the first type of tests carried out on M63 brass under cyclic loading are presented
in Fig. 4. The first cycle is illustrated by the solid black line denoted as 1. The tensile stress-
strain curve obtained under simple tension without using the anti-buckling fixture is also shown
in Fig. 4 (gray dotted line denoted as 2).
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Fig. 4. Hysteresis loops of the brass and variation of the friction force during the test

The second cycle is represented by black dashed line (3). The last two cycles are denoted
by black dotted lines (4 and 5). Figure 4 also presents the evolution of the friction force (gray
lines, denoted as F ). The friction force is also shown as a function of time in Fig. 5a as well as
the total force for all recorded cycles. Changes of strain corresponding to the force variations
are shown in Fig. 5b for all cycles carried out.

Fig. 5. Variation of the specimen load and friction force (a) and variation of displacement and strain (b)
versus time during cyclic loading (type 1)

The brass exhibited the softening effect reflected by a significant decrease in the stress am-
plitude, especially in the first two cycles, see Fig. 5a.

The level of the friction force was also monitored during the test. Its variation is presented
in Figs. 4 and 5a. The friction force has a similar course in all cycles and does not change clearly
under tension and grows up at compression. It has to be emphasized, however, that values of the
friction force are relatively small and they do not change the cyclic stress-strain characteristic.

In the second scheme of tests, the cyclic loading has been applied for the strain level varying
between −0.002 and −0.020. Also ten cycles have been carried out, however in that case, the
loading process started in the compression direction. The results of the second type of tests are
presented in Fig. 6.

The softening effect tokes place for the material in question. It is most remarkable for the
first two cycles. During subsequent cycles, the saturation state is almost achieved, i.e. hysteresis
loops coincide themselves. As it is clearly seen in Figs. 7a and 7b, the friction force has rather
low magnitudes. As in the previous cases, the friction force variation data are subsequently used
to correct the stress-strain characteristic of the brass tested.
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Fig. 6. Hysteresis loops of the brass and variation of the friction force during the test

Fig. 7. Variation of the specimen load and friction force (a) and variation of displacement and strain (b)
versus time during cyclic loading (type 2)

4. Concluding remarks

Taking into account all data captured by means of the new fixture, one can conclude that the
technique is promising with respect to providing data for the modeling of cyclic deformation
behavior for shell structures. It enables one to avoid buckling during compression of specimens
made of thin metal sheets. The fixture changes its length with specimen elongation or shrinkage
during a test which allows application of the cyclic load.
Although in the case of the presented tests the strain range has been set to ±0.02, the fixture

nominal strain capacity is much greater. Depending on mutual location of the supporting plates,
the testing technique allows tension-compression tests to be performed at the displacement
amplitude within the range ±5mm what corresponds to the maximum strain amplitude of ±0.4
for the specimen gage length to be equal 12.5mm.
The friction force, which is generated due to movement of both parts of the fixture, is

measured by the special strain gauge system during each test. It allows essential reduction of
the friction force influence on the stress-strain characteristics.
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