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It is known that an elastic body contains some internal defects such as voids,
cracks, additional masses, etc. This paper is devoted to a method based
on computational intelligence for non-destructive defect identification. In
the presented paper, an elastic body loaded statically is considered. The
body contains an unknown number of internal defects. There are a lot of
applications based on non-destructive methods. The Evolutionary Algorithm
(EA) with the Boundary Element Method (BEM) is a very effective tool in
the identification of internal defects. In this method, the fitness function
is calculated for each chromosome in each generation by the BEM. The
number of chromosomes in each generation is quite large, and the number of
generations is also large, so the time needed to carry out the identification
is very long.

Methods based on Artificial Neural Networks (ANN) find the position and
shape of internal defects in a very short time. Because ANNs are usually tra-
ined using gradient methods, the risk that the solution is in a local optimum
is one of disadvantages of such a method. There is also a problem when the
ANN has to identify two or more different kinds of defects (cracks, voids and
additional masses) in one body.

In the presented method, an EA is connected with the ANN in one system.
This operation allows to avoid main disadvantages of these methods and to
use their advantages. The evolutionary algorithm is applied to identify the
number of defects and their parameters (position and size).
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The identification of a defect in the body is performed by minimizing the
fitness function which is calculated as a difference between measured and
computed displacements in some sensor points on the boundary of the in-
vestigated structure. The fitness function is computed using an Artificial
Neural Network (ANN).

Key words: fuzzy neural network, evolutionary algorithm, defect, identifica-
tion, boundary element method

1. Introduction

The main target of this paper is to present a computational intelligence
system in identification of defects in the form of cracks and voids in two-
dimensional elastic systems. The computational intelligence system is compo-
sed of coupled an evolutionary algorithm (EA) with an artificial neural network
(ANN) (Rutkowska, 1997). The identification process is realized on the basis of
knowledge about displacements in some sensor points on the boundary of the
body. There are several approaches to identification problems. One group of
methods is based on sensitivity analysis (Bonnet et al., 2002). This approach,
from mathematical point of view, is very elegant and strict but sometimes fails
because the minimization of identification functions leads to a local minimum.

Another group of methods is based on techniques which try to simulate
(or imitate) biological systems. One approach which belongs to this group
concerns artificial neural networks. The ANN has been used to identification
problems by (Waszczyszyn and Ziemianski, 2001, 2003; Piatkowski and Zie-
mianski, 2003; Ziemianski and Piatkowski, 2000). In such a method there is a
problem with the identification of a large number of different defects, especially
when the number of defect is a unknown. The second very common approach
is making use of evolutionary algorithms in identification tasks (Burczynski,
2002; Burczynski et al., 2000; Nowakowski, 2000). An EA enables to find mul-
tiple defects. It can distinguish different kinds of defects as voids and cracks,
and the number of defects can be considered as a design variable. An EA mini-
mizes a fitness function which is formulated as a difference between measured
displacements at sensor points x;, ¢ = 1,2, ...,n on the boundary of the inve-
stigated body and displacements computed for the assumed numerical model
with defects

Hclliln F(ch) F(ch) = Z[ﬂ(mz) — u(z;)]? (1.1)
i=1

N —
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where @(z;) denotes the measured displacements at the sensor point x;,
u(x;) are computed displacements for the model in the same point z;, ch is a
vector of defect parameters which plays the role of a chromosome in the EA.

Usually, these computations need to solve a boundary-value problem using
the boundary element method (BEM) or the finite element method (FEM) as

it is shown in Fig. 1.
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Fig. 1. The evolutionary identification using BEM or FEM to compute the fitness
function

This part of the identification process is very time consuming because the
fitness function has to be computed for each chromosome in every genera-
tion. The second disadvantage of such an approach is that the time needed for
solving the identification problem depends on geometry of the model (Nowa-
kowski, 2000). The more complicated shape of the examined object the longer
time for computation is needed.

One way to speed up the identification process is to improve the evaluation
of the fitness function. It can be done by replacing the BEM or FEM solution
to the boundary-value problem by an approximate solution ehich is obtained
by using an ANN. As a result of coupling the EA with ANN, a computational
intelligence system is obtained (Fig. 2).

It can be said that the artificial neural network is an approximator of a
boundary-value problem for different kinds and positions of defects. The EA
will find the number, shapes and positions of internal defects based on the
results obtained using the ANN.
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Fig. 2. The computational intelligence system for defect identification

To approximate the boundary-value problem, a fuzzy neural network

2. Fuzzy modelling

A fuzzy system is a system that uses a collection of fuzzy membership
functions and rules, instead of conventional (Boolean) logic, to reason about

data. Usually, the form of rules is following (Osowski, 1996)

where x; is the input variable, y is the output variable, A; is the fuzzy subset
of rules premise, B is the fuzzy set of rules conclusion. The rules are collected

IF z; =A; AND z9=Ay AND z,=A4, THENy=B

in one set called the rule base or knowledge base.
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A typical fuzzy system consists of four parts (Rutkowska, 1997) as it is
shown in Fig. 3.

[:> fuzzification
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T
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Fig. 3. A scheme of a typical fuzzy system

The inference process proceeds in three steps: fuzzification, inference and
defuzzification.

FUZZIFICATION block — the degree of membership of every input varia-
ble for each rule premise is determined.

INFERENCE block — the membership degrees are applied to the conclu-
sion part of each rule and the one fuzzy subset for each rule is obtained.

In the presented fuzzy system, the fuzzy subset A is calculated by the
following formula

pa(®) = par(z1)paz(@2) . .. pan(@n) (22)

where 14 () is the membership function of the conclusion of the rule A
for input vector @x, pa;(x;) is the degree of membership of every input
variable for A rule premise.

After that all fuzzy subsets are combined together to create one fuzzy
set.

DEFUZZIFICATION block — the output fuzzy set is converted to a crisp
number. In this paper, the centroid method is considered. In this method
the output value (the crisp value) is computed by finding the value of
the centre of gravity of the membership function of the output set

M
> apam ()
y=5—— (2.3)

M
121 paw ()

where ¢; is the centre of the output set for the rule AW, ,u(fi)(a:) is the
membership function calculated in the inference step, [ =1,2,..., M is
the rule number.
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Applying the above described methods an arbitrary continuous function
can be represented. Using (2.2) and (2.3) the following formula is obtained

M N
> Cl(l:[ N0 (ﬂﬂi))
fla) = B—— (2.4)
z; Zl;[1 pao (i)

where [ =1,2,..., M is the number of rule, I =1,2,..., N is the number of
input, ¢ is the centre of the fuzzy output set.

3. Fuzzy neural network

To approximate the fitness value, a fuzzy neural network (FNN) is con-
sidered. The FNN should realize a multi-variable function using the sum of
single-variable fuzzy functions. These fuzzy functions are characterized by the
membership function p(x). The Gaussian description of the membership func-
tion for every input in every rule is assumed

palas e,0) = exp(~[2°]) (3.1

In this case, formula (2.4) can be presented as follows

AZ/[: Wi ﬁ exp(_ {%&)}2)
fla) = 2L = :
S 11 J*"—c(.l) 2
Z H exp(_{ Zo_(z)Z ] )

I=1:=1 i

O]

where W corresponds to the centre ¢; in equation (2.3). In this formula, ¢;

and JZ@ are centres and widths of part "IF” in each rule, and W, is the centre
of part ”"THEN” in each rule.
This function can be described by making use of a multi-layer structure

called the fuzzy neural network (Fig.4).

During the training process the parameters Wy, cgl) and UZ@ should be
found. In a gradient optimisation the learning process depends on the mini-
mization of the square error which can be presented as follows

E=S[f(x) - d (3-3)
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Fig. 4. The scheme of the fuzzy neural network with one output

where « is the input vector, f(x) is the value approximated by the fuzzy
neural network and d is the desirable answer of the FNN for the input vector .

When the training process is carried out by making use of the gradient
method, the knowledge about the gradient vector V E is very important. When
the function f(x) is in the form shown in formula (3.2) and the error is defined
as it is presented in (3.3), the gradient vector VE has three components

OF iy —a

i, = (@)~ d %

0 —d z; —

o =2l e (3.9
oE 2f(a;) —d Wi — ()] (z; — cgl))2

Zi (0

for every input ¢ =1,2,...,N and each rule [ =1,2,..., M.
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The change of parameters is proceeding according to the method shown
below

= + adp(s — 1) (3.5)

p(s+1) =p(s) — "oy

where p is the parameter put to optimisation, s — number of the iteration
step, 1 — learning rate value, a — momentum rate, Ap(s — 1) — parameter
increment in the (s — 1) step.

4. Formulation of an identification problem

A two dimensional elastic body with n internal defects in the form of
circular holes is considered. The EA should identify the number of defects
and their parameters based on information about displacements in m sensor
points on the boundary of the body. The unknown parameters of a defect are
coordinates of the hole centre (X;,Y;) and its size R;, 1 =1,2,...,n.

The defects are specified by a chromosome

ch=[X1,Y1,R,X2,Yo,Ro, ..., X, Yi, Ry, ..., X0, Yo, Ry (4.1)

where X;, Y; and R;,7=1,2,...,n, play the role of genes, n is the number of
a defect. The evolutionary algorithm sends the chromosome with suggestion
values of positions and radii of defects to the approximation block (Fig.2). In
the case when R; < R,n, the program assumes that the genes X;, Y;, R; are
inactive genes and

Ri =0 VRZ' < Ruin (4.2)

Condition (4.2) controls the number of defects. The number of input values,
which are sent from the EA to the fuzzy neural networks, depends on the
number of active genes. Thus, in the approximation block there are several
fuzzy neural networks with different numbers of input neurons (Fig. 5). Every
FNN is responsible for approximation of displacements on the boundary of the
model with a different number of internal defects.

Genes with information about the position and shape of defects are sent to
the inputs of FNNs. The number of active genes defines indirectly the number
of internal defects. Approximated displacements in several sensor points on
the boundary of the model are obtained on the outputs of FNNs. They are
sent back to EA where the fitness function of each chromosome is computed.
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Fig. 5. Approximation of displacements for one, two or more internal defects

5. Nwumerical tests

A two-dimensional elastic rectangle in the plane stress under statical load
is considered. The body contains one or two defects in the form of a circular
hole. The considered structure with one defect is presented in Fig.6a, the
structure with two defects is shown in Fig. 6b. One should find the number,
position and size of internal defects. To solve the problem, an evolutionary
algorithm coupled with a fuzzy neural network is applied. The fuzzy neural
network is chosen because of its good approximation abilities (Osowski, 1996)
and the short time needed for learning (see Table 3). The learning time of such
a network is much shorter than the time needed to learn BPNN (Burczynski
et al., 2003).

In both cases the defects are described by a chromosome with six genes
ch = [Xla}/thaXQ)Y2)R2] (51)

The evolutionary algorithm sends the chromosome with suggestion of positions
and values of radii of two defects: X;, Y;, R;, i = 1,2 to the approximation
block (Fig.2). In the event when one of the values of radii is less than R,
this value equals zero. In such a case the three input values are sent to fuzzy
neural networks with three inputs. When both R; and Rs are bigger than
Ry then the input vector with six elements is sent to other fuzzy neural
networks with six inputs.
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Fig. 6. The structure with (a) one internal defect (b) two defects

Input neurons get three or six values — the radius of the hole, X and Y co-
ordinates of the hole centre for one or two defects. The number of sensor points
is m = 20, so the output values are twenty displacements in the OX direction
and twenty displacements in the OY direction. These are the displacements
in sensor points on the boundary of the model with hole parameters proposed
by the chromosome. Because the fuzzy neural network with only one input
is used, in order to approximate displacements in two directions in 20 sensor
points on the boundary of the body a set of forty fuzzy neural networks with 3
inputs and one output and the set of 40 FNN’s with 6 inputs and one output
has to be built. Each FNN is responsible for displacement approximation in
one direction in only one sensor point.

The artificial neural network was learned and tested on values obtained
by making use of the boundary element method for the 2D problem of elasto-
statics (Burczynski, 1995). The set of fuzzy-neural networks with three input
neurons (FNN-3) was trained by 2374 vector pairs, and for 231 pairs was veri-
fied. The set of FNNs with six input neurons (FNN-6) was trained using 5032
vector pairs, and for 184 was verified. The procedure of training by the back
propagation method with momentum was applied. The error was computed
in the following way

1 T U " "
t=1u=1

where T is the number of training pairs, U is the number of outputs, f(x) is
the value given by the FNN and d is the desirable answer for the input vec-
tor a+.

The error of training set (Er;) and testing set (Er:) for different fuzzy
neural network sets with different numbers of rules are given in Table 1 for
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the set of fuzzy neural networks with three inputs (FNN-3), and in Table 2
for the set of fuzzy neural networks with six inputs (FNN-6).

Table 1. Error values for FNN-3 with different number of rules in the
experimental training

FNN-3 |
No. of 3 5 7 10 13
rules
Er, 0.00052 | 0.00052 | 0.00052 | 0.00052 | 0.00052
Er, 0.00619 | 0.00586 | 0.00568 | 0.00582 | 0.00555
No. of 20 20 20 20 10
1terations
No. of 15 17 20 25 40
rules
Er, 0.00052 | 0.00053 | 0.00053 | 0.00052 | 0.00053
Ers 0.00557 | 0.00559 | 0.00549 | 0.00526 | 0.00513
No. of 10 10 10 10 10
iterations

Table 2. Error values for FNN-6 with different number of rules in the
experimental training

| FNN-6 \
No. of 3 5 7 10 15
rules
Er 0.00030 | 0.00030 | 0.00030 | 0.00030 | 0.00030
Ers 0.00640 | 0.00582 | 0.00643 | 0.00685 | 0.00619
No. of 10 10 10 10 10
iterations
No. of 17 20 25 35 40
rules
Er 0.00030 | 0.00030 | 0.00030 | 0.00031 | 0.00030
Er, 0.00599 | 0.00631 | 0.00602 | 0.00580 | 0.00599
No. of 10 10 10 10 10
1terations

The starting parameters W, ¢, o were random values. Based on Table 1 and
Table 2, two fuzzy neural network architectures and two sets of the starting
parameters W, ¢, o were chosen for further training. Finally, the following
fuzzy neural networks were obtained (Table 3).
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Table 3. Architecture and training parameters

\ | FNN-3 | FNN-6 |

‘ Architecture ‘
No. of inputs 3 6
No. of outputs 40 40
No. of rules per input 40 35

‘ Training parameters
No. of iterations 9 14
Er 0.00052 | 0.00030
Ery 0.00504 | 0.00571
Learning rate value (n) 0.2 0.2
Momentum rate (o) 0.9 0.9
Time of training [s] 35 29
The number of learning pairs 2374 5032
The number of testing pairs 231 184

The following evolutionary parameters were applied (Table 4).

Table 4. The parameters of the evolutionary algorithm

Number of chromosomes 300
Number of iterations 100
Number of design parameters 6

Probability of uniform mutation 0.25
Probability of arithmetic crossover | 0.25
Probability of cloning 0.05
Selection coefficient 0.75

In this paper, only two examples are presented. The geometrical and mate-
rial parameters of the body with one and two defects are described in Table 5.

The actual and found defects using the EA with BEM are shown in Fig. 7a
(one defect) and in Fig. 7b (two defects). The deffects determined by the com-
putational intelligence system are presented in Fig.7c (one defect) and in
Fig. 7d (two defects). It is seen that in both cases the evolutionary algorithms
have found actual numbers of defects.

The evolutionary algorithm, with fitness function values approximated by
the FNN, found the best solution in 2 min. 20 sec. in the case of the body with
two internal defects and in 2min. 25 sec. for the body with one defect. In the
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Table 5. Geometrical and material parameters of the examined objects

Geometrical | The structure | The structure
and material with one with two
parameters defect defects
I [m] 4.0 4.0
h [m] 2.0 2.0
¢ [N/m] 3750 3750
E [MPa] 2-10° 2-10°
v 0.3 0.3
X1 [m] 0.92 0.7
Y [m] 1.54 1.1
Ry [m] 0.16 0.07
Xy [m] - 1.55
Yy [m] - 0.6
Ry [m] - 0.07
Rppin [m] 0.0314
(@) (b) actual defect
found defect
found defect
actual defect actual defect
found defect
(©) (d)
found defect
found defect
actual defect

Fig. 7. Actual and found defects using EA with BEM: (a) one defect (b) two defects;
using EA with FNN: (c) one defect, (d) two defects

case of the evolutionary algorithm with BEM the CPU time was 22 min. 25 sec.
and 11 min. 40sec., respectively. It can be said then that the evolutionary
algorithm with the fitness function approximated by using the fuzzy neural
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network is much faster than an evolutionary algorithm with the boundary
element method (Fig. 8).

25 251
£ | @] =g ()
~1s| ~1s
10 10
J Sy B
EA withBEM  EA with ANN O EAWithBEM  EA with ANN

Fig. 8. CPU time using EA with BEM and EA with FNN for a body with (a) one
defect (b) two defects

6. Conclusions

The presented tests confirm that the evolutionary algorithm with the arti-
ficial neural network identifies the number, positions and radii of circular holes
in a 2D body under static load.

This approach is less accurate but much faster than the evolutionary al-
gorithm with the boundary element method. In the case of identification of
two internal defects, the computing time using the computational intelligen-
ce system is about 90% shorter than the computing time consumed by the
EA with BEM. The more complicated geometry of the examined body the
longer time for the identification through EA with BEM is needed. In the
proposed approach the time of computations does not depend on geometry of
the body.

The advantage of employing the FNN instead of BPNN is the much shorter
time needed for the FNN training (Burczynski et al., 2003). When fuzzy neural
networks are applied, there is also a possibility of containing some knowledge
about a problem before the training process (Jang et al., 1997).

The time of computation with the EA and FNN used does not take into
account the time needed to learn the FNN and the time needed to prepare
the learning and testing sets. The computational intelligence system is worth
using when the defect identification has to be done in many structures with
the same shape. In such a case the time needed to prepare the learning and
testing sets and to train the FNN is not significant.
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Neuronowo-rozmyte oraz ewolucyjne obliczenia w identyfikacji defektow

Streszczenie

Obiekty techniczne jako uklady mechaniczne zawieraja rézne defekty wewnetrzne
takie jak pustki, pekniecia itp. Artykul jest po$wiecony nieniszczacym metodom iden-
tyfikacji defektow opartym na inteligencji obliczeniowej. Rozwazane jest cialo sprezy-
ste znajdujace sie pod wplywem obciazenia statycznego zawierajace nieznang liczbe
defektéw wewnetrznych. Istnieje wiele nieniszczacych metod identyfikacji defektow
wewnetrznych. Jedna z nich jest metoda oparta na Algorytmach Ewolucyjnych (AE)
polaczonych z Metoda Elementéw Brzegowych (MEB). W tej metodzie dla kazdego
chromosomu w kazdym pokoleniu obliczana jest za pomoca MEB funkcja przysto-
sowania. Poniewaz liczba chromosoméw w epoce oraz liczba epok jest dosyé¢ duza,
zatem czas potrzebny do przeprowadzenia identyfikacji jest znaczacy.

Metody bazujace na Sztucznych Sieciach Neuronowych (SSN) identyfikuja poto-
zenie oraz ksztalt defektow wewnetrznych w bardzo krétkim czasie. SSN sa zazwyczaj
uczone z wykorzystaniem metod gradientowych. Istnieje zatem spore ryzyko, ze uzy-
skane rozwiazanie utkneto w minimum lokalnym. Wykorzystujac SSN napotykamy na
spore trudnosci réwniez w przypadku identyfikacji dwoch lub wiecej réznych rodza-
jow defektéw (peknieé, pustek itp.), ktére wystepuja jednoczesnie w identyfikowanym
uktadzie,

W metodzie opisywanej w niniejszym artykule potaczono AE oraz SSN w jeden
system. Operacja ta pozwoli ustrzec sie przed gléwnymi wadami i uwypuklié¢ zalety
obydwu metod. AE identyfikuje liczbe, polozenie oraz wymiary defektéw. Identyfi-
kacja nastepuje przez minimalizacje funkcji przystosowania, ktéra jest mierzona jako
réznica pomiedzy zmierzonymi i obliczonymi przemieszczeniami na brzegu modelu
obiektu w punktach kontrolnych. Funkcja przystosowania jest obliczana z wykorzy-
staniem SSN.
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